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ABSTRACT: Partially restrained (PR) connections are connections that possess stiffness and moment characteristics that fall between the extreme cases of pinned and rigid. This paper proposes a design methodology for PR frames that takes into consideration the semi-rigid nature of the connections, including their loading/unloading behavior under combined gravity and wind loads. Top and seat angle connections, modeled using the three-parameter power model, are used to demonstrate the proposed design procedure. To simplify the design, two linearized connection stiffness values calculated on the basis of expected connection loads are used. The analysis is carried out using the American Institute of Steel Construction (AISC) direct analysis method in which notional horizontal loads, expressed as a fraction of the gravity load, are applied to the PR frames in conjunction with the use of reduced member axial and bending stiffness. Examples are given to demonstrate the validity of the proposed method of PR frame design.
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1. INTRODUCTION

Connections are important structural elements in a frame structure. The behavior of the frame is very much affected by the types of connections used. If the connection possesses sufficient strength and stiffness, full continuity between the connected elements can be assumed for analysis and design. However, if either the connection strength or stiffness falls short of what is assumed, allowances must be made in the analysis and design processes to ensure that the frame will behave as expected. In a conventional analysis and design of steel frames, a simplifying assumption that the beam-to-column connections are either fully rigid or ideally pinned is often used. The rigid joint assumption implies that full slope continuity exists between the adjoining members, which means the angle between the beam and column remains more or less unchanged as the frame deforms; and the full or a substantial amount of moments is transferred between the beam and the column. On the other extreme, the assumption of an ideally pinned connection implies that no or very little moment will be transmitted between the beam and the column and as far as rotation is concerned the beam and column will behave independently.

Although the use of these idealized joint behavior drastically simplifies the analysis and design procedures, the validity of these assumptions becomes questionable for cases in which the rigidity of connections, which can be considered as the slope of the relation between the connection moment \( M \) and the connection relative rotation \( \theta \), is intermediate between the fully rigid and ideally pinned cases. These connections, referred to as semi-rigid or partially restrained (PR) connections, have been the subject of research for many years, and various researchers have proposed analysis and design methods for frames that utilize these PR connections (Ang and Morris [1], Lui and Chen [2,3,4], Chen [5], Cunningham [6], Wu and Chen [7], Barakat and Chen [8,9], Hsieh and Deierlein[10], Lui [11], Xu [12], Surovek et al. [13]). Detailed summaries of research on PR connections and frames can be found in a number of books and monographs such as those by Narayanan [14], Lorenz et al. [15], Chen et al. [16], Bjorhovde et al. [17], Chan and Chui [18], Chen [19], Faella et al. [20], Chen et al. [21], etc., and will not be repeated here.
According to the American Institute of Steel Construction (AISC [22]) specification, a connection is considered to be a PR connection if its secant stiffness under service load $R_{ks}$ falls in the range $2EI/L < R_{ks} < 20EI/L$, where $EI$ and $L$ are the flexural rigidity and the length of the adjoining beam, respectively. Despite acknowledging the existence of PR connections in frame structures and suggesting that the relevant response characteristics of PR connections must be included in the analysis of the structure for member and connection forces, displacements and frame stability, no recommendations are currently given in the AISC specification on how these PR frames should be designed. In addition, for the first time AISC is espousing the direct analysis method as the main design method for stability, while the commonly-used effective length method, first-order analysis method, and approximate second-order analysis using moment magnification ($B_1, B_2$) factors have been relegated to the appendix. It is therefore the objective of this paper to propose a design method for PR frames using the direct analysis approach.

2. CONNECTION TYPES, CLASSIFICATIONS AND BEHAVIOR

There are various means by which connections can be classified. For instance, they can be classified by the connecting medium used, e.g., bolted versus welded connections. They can also be classified by their functionality, e.g., beam-to-column connections, hanger connections, bracing connections, truss connections, etc.; or by the type of internal forces/moment that will be transmitted, e.g., shear versus moment connections; or by the types and geometries of connection elements used, e.g., single plate connections, double web angle connections, top and seat angle connections, flange-angle connections, end plate connections, flange-plated connections, etc. Regardless of how connections are classified, the behavior of connections is often described by their moment-rotation ($M$-$\theta$) response as shown in Figure 1. Although connections do experience axial, shear and torsional deformations, they are usually small compared to the rotational deformation. Consequently, researchers often consider only the connection’s rotational deformation in assessing frame response. Aside from a few exceptions (Cerfontaine and Jaspart [23], Urbonas and Daniunas [24,25]), almost all experiments on connections conducted in the past few decades have focused primarily on their flexural response, and over the years several connection database and various connection models have been developed for general use (Frye and Morris [26], Goverdhan [27], Ang and Morris [1], Nethercot [28], Kishi and Chen [29], Chen and Kishi [30], Chen et al. [21]). From these database, it can be observed that (1) almost all types of connections exhibit a $M$-$\theta$ behavior that falls between the extreme cases of ideally pinned and fully rigid conditions, (2) except for small values of moment the $M$-$\theta$ relationships are typically nonlinear over a large range of loading, and (3) the maximum moment a connection can transmit often decreases with the more flexible connection (i.e., there is a correlation between strength and stiffness).

![Figure 1. Flexural (or Rotational) Deformation of a PR Connection under a Moment](image)
Because of the above observations, connections can also be classified according to their stiffness or strength (see for example Bjorhovde et al. [31], Eurocode 3 [32], Nethercot et al. [33], AISC [22]). Since the AISC direct analysis procedure will be used, the AISC connection classification scheme will be adopted for the present study. For a connection to be classified as a PR connection, its secant stiffness $R_{ks}$ under service load (i.e., the slope of a straight line drawn from the origin to the moment $M_s$ under service load condition as shown in Figure 2) falls in the range $2EI/L < R_{ks} < 20EI/L$, where $EI$ and $L$ are the flexural rigidity and the length of the beam, respectively. In terms of strength, a PR connection should be able to transmit at least 20% of the full plastic moment of the beam when it is experiencing a rotation $\theta = 0.02$ radian. Furthermore, it should possess sufficient rotational capacity so that $\theta_u$, defined as the connection rotation where its strength has dropped to 80% of its peak value as shown in Figure 2 or a rotational deformation equal to 0.03 radian if the connection experiences little or no loss in strength, will exceed what is required for design at the strength limit state.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{moment_rotation_response.png}
\caption{Moment-rotation Response of a PR Connection}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{loading_unloading_behavior.png}
\caption{Loading/Unloading Behavior of PR Connections –
(a) Both Connections Load under Gravity Load,
(b) Windward Connection Unloads while Leeward Connection Loads under Wind Load}
\end{figure}
Another aspect of PR connections that needs to be addressed is their loading/unloading response to load sequencing. With reference to Figure 3 in which a simple portal frame is shown with PR connections present at both beam-column joints. When the gravity load is applied, both connections undergo loading. However, when a lateral load such as wind is applied, the windward connection will experience unloading while the leeward connection will continue to undergo loading. Depending on the difference between the loading and unloading stiffness, the forces and moments developed in the frame can be quite different. The design procedure for PR frame to be discussed in a later section will account for this connection loading/unloading response.

3. CONNECTION MODEL

Almost all $M-\theta$ data for PR connections are obtained from laboratory tests. These test data are then curve-fitted to provide empirical equations for use in analysis and design. Many such equations in the form of linear, bilinear, trilinear, polynomial, spline, exponential, and power functions have been proposed (Frye and Morris [26], Goverdhan [27], Ang and Morris [1], Nethercot [28], Kishi and Chen [29], Chen and Lui [34]), and computer programs (PRCONN [35], Chen and Toma [36], Chen et al. [21]) are available from which information on a number of PR connection types can be retrieved. In the present study, the three-parameter power model (Kishi et al. [37,38], Kishi and Chen [39]) for connections made from angle sections will be used. In this model the initial connection stiffness $R_{ki}$ and ultimate moment capacity $M_{ult}$ of the connections were determined using mechanistic models. Using these two quantities plus a curve-fitting shape factor $n$, the experimental data were represented by an equation in the form (Richard and Abbott [40])

$$M = \frac{R_{ki} \theta}{1 + \left(\frac{\theta}{\theta_o}\right)^n}$$

where

- $R_{ki}$ = initial connection stiffness
- $n$ = shape factor
- $\theta_o$ = reference plastic rotation, calculated as $\theta_o = M_{ult}/R_{ki}$
- $M_{ult}$ = ultimate moment capacity of the connection

As shown in Figure 4, the shape factor $n$ defines the shape of the $M-\theta$ curve for a given set of $R_{ki}$ and $M_{ult}$ values.

Equations for $R_{ki}$, $M_{ult}$ and $n$ for connections made from angle sections have been derived (Kishi et al. [41]). With reference to a typical connection angle shown in Figure 5, if we define

- $g_c$ = distance between heel of angle to center of first line of fasteners
- $k$ = gauge distance from heel of angle to top of fillet
- $t$ = angle thickness
- $W$ = nut width
- $d$ = beam depth
- $l$ = angle length
- $I_o = \frac{t^3}{12}$ = geometrical moment of inertia
- $M_o = \sigma_y \frac{r^2}{4}$ = moment per unit length of angle
- $\sigma_y$ = yield stress of angle
as well as with the use of the following non-dimensional parameters

\[ \beta = \frac{g_c}{l}, \quad \gamma = \frac{d}{l}, \quad \delta = \frac{d}{t}, \quad \kappa = \frac{k}{t}, \quad \omega = \frac{W}{t}, \quad \rho = \frac{t_w}{t_t} \]  

(2a-f)

where subscripts \( t \) and \( w \) denote the top angle and the web angle, respectively, the equations for the three parameters \( R_{ki}, M_{alt} \) and \( n \) are given as follows.

### 3.1 Initial Connection Stiffness \( R_{ki} \)

The equation for the initial connection stiffness is

\[
\frac{R_{ki}}{EI_{ot}} = \frac{R_{ki_t}}{EI_{ot}} + \frac{R_{ki_w}}{EI_{ot}}
\]  

(3)

where \( R_{ki_t}/EI_{ot} \) and \( R_{ki_w}/EI_{ot} \) are the non-dimensional top and seat angle and web angle stiffness contributions to the initial connection stiffness, respectively. They are given by

\[
\frac{R_{ki_t}}{EI_{ot}} = \frac{3(1 + \delta)^2}{\beta_i [\gamma_i^2 (\beta_i)^2 + 0.78]} 
\]  

(4)
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\[
\frac{R_{\text{twv}}}{EI_{\text{ot}}} = \frac{3\rho(1 + \delta)^2}{2\beta^*_{\text{w}}[\gamma^*_{\text{w}}(\beta^*_w)^2 + 0.78]} \tag{5}
\]

in which
\[
EI_{\text{ot}} = 29000 \frac{t_i^3}{12} \tag{6}
\]

\[
\beta^*_t = \beta - \frac{1}{2\gamma^*_t} (1 + \omega_i) \tag{7}
\]

\[
\beta^*_w = \beta - \frac{1}{2\gamma^*_w} (1 + \omega_w) \tag{8}
\]

3.2 Ultimate Connection Moment Capacity \(M_{\text{ult}}\)

The equation for the ultimate connection moment capacity is

\[
\frac{M_{\text{ult}}}{M_{\text{ot}t}} = \frac{M_{\text{uts}}}{M_{\text{ot}t}} + \frac{M_{\text{uw}}}{M_{\text{ot}t}} \tag{9}
\]

where \(M_{\text{uts}}/M_{\text{ot}t}\) and \(M_{\text{uw}}/M_{\text{ot}t}\) are the top and seat angle and web angle moment contributions to the ultimate connection moment capacity, respectively. They are given by

\[
\frac{M_{\text{uts}}}{M_{\text{ot}t}} = \gamma^*_t \left\{1 + \xi_t \left[1 + \beta^*_t(\kappa_t + \delta_t)\right]\right\} \tag{10}
\]

\[
\frac{M_{\text{uw}}}{M_{\text{ot}t}} = \gamma^*_w (1 + \xi_w) \rho^3 \left[\frac{\gamma^*_w(\xi^*_{\text{w}} - 1) + \xi_w + \frac{1}{\rho}}{3(\xi^*_{\text{w}} + 1)}\right] \tag{11}
\]

where

\[
M_{\text{ot}} = \frac{\sigma_y t_i^2}{4} \tag{12}
\]

and \(\xi_t\) and \(\xi_w\) are to be evaluated from the following fourth-order equations

\[
\xi^*_t + \beta^*_t \xi_t - 1 = 0 \tag{13}
\]

\[
\xi^*_w + \beta^*_w \xi_w - 1 = 0 \tag{14}
\]

where

\[
\beta^*_t = \beta_t \gamma_t - \kappa_t \tag{15}
\]

\[
\beta^*_w = \beta_w \gamma_w - \kappa_w \tag{16}
\]

with \(\beta_t\) computed from Eq. 7.
It should be noted that even though Eqs. 3 and 9 were derived for top and seat angle connections with double web angles, they can be simplified for top and seat angles without the web angles by setting the second term equal zero, or for double web angle connections by setting the first term equal zero, or for single web angle connections by setting the first term equal zero and dividing the second term by 2.

### 3.3 Shape Parameter $n$

The equations for the shape parameter are given as follows.

For top and seat angle connections with the web angles:

$$n = 1.398 \log_{10} \theta_a + 4.631 \geq 0.827$$  \hspace{1cm} (17a)

For top and seat angle connections without the web angles:

$$n = 2.003 \log_{10} \theta_a + 6.070 \geq 0.302$$  \hspace{1cm} (17b)

For double web angle connections:

$$n = 1.322 \log_{10} \theta_a + 3.952 \geq 0.573$$  \hspace{1cm} (17c)

For single web angle connections:

$$n = 0.520 \log_{10} \theta_a + 2.291 \geq 0.695$$  \hspace{1cm} (17d)

Because of some uncertainties in test setups and data collections, the loss of accuracy during the curve-fitting process, and the unavoidable variability of one connection to another, a resistance factor of 0.9 as recommended by Christopher and Bjorhovde [42] will be used in the proposed method of PR frame design.

### 4. AISC DIRECT ANALYSIS METHOD

The direct analysis method is a method recommended by AISC for use in the stability analysis and design of frame structures. It has the following features:

1. A second-order elastic analysis that explicitly accounts for the $P-\delta$ and $P-\Delta$ effects is to be used to determine the required strengths. However, it is permissable to neglect the $P-\delta$ effect in the analysis (but not in design) if (a) the gravity loads are supported primarily by nominally vertical columns, walls or frames, (b) the ratio of maximum second-order drift to first-order drift both calculated using adjusted stiffness (see Items 3 and 4 below) for all stories is $\leq 1.7$, and (c) no more than one-third of the total gravity loads on the structure is supported by columns that are part of the moment-resisting frame in the direction of translation being considered. In lieu of a second-order analysis, the use of a first-order analysis in conjunction with the use of moment magnification (i.e., $B_1$ and $B_2$) factors is permitted.

2. The effect of initial imperfections in the form of column out-of-plumbness is to be considered in the analysis by including them directly in the structural model. The magnitude of the initial displacements shall be the maximum amount considered in the design, and the pattern of initial displacements shall be such that it provides the greatest destabilizing effect. Alternatively, for structures that support gravity loads primarily through nominally vertical columns, walls or frames, the effect of initial imperfections can be represented using notional loads. In this approach, notional lateral loads of magnitude $0.002 \sum P_i$ (where $\sum P_i$ is the factored gravity loads acting on story $i$) distributed over the story
in the same proportion as the gravity loads are to be applied to the story for all gravity-only load combinations. However, for frames where the ratio of second-order to first-order drift (both computed using the adjusted stiffness discussed in Items 3 and 4 below) exceeds 1.7, these notional lateral loads have to be applied to all load combinations in the analysis.

3. A reduced stiffness equal to 0.8\(E\) is to be used for members whose flexural or axial stiffness is considered to contribute to the lateral stability of the frame. Conservatively, the use of 0.8\(E\) for all members is permitted. This stiffness reduction is used to account for the effects of member imperfections and inelasticity, as well as uncertainty in determining the member strength and stiffness.

4. If \(P_u/P_y > 0.5\) (where \(P_u\) is the required axial compressive strength and \(P_y = F_yA\) is the yield load), a second stiffness reduction factor, \(\tau = 4(P_u/P_y)[1-(P_u/P_y)]\) is to be applied to the moment of inertia \(I\) of all flexural members that contribute to the lateral stiffness of the frame. In lieu of using \(\tau\), an increase of the notional from 0.002\(\sum P_i\) to 0.003\(\sum P_i\) can be used in all load combinations.

5. Regardless of the end conditions of the member, an effective length factor of \(K=1\) is to be used to compute the design compressive strength \(P_n\) of the member.

5. PROPOSED PR FRAME DESIGN APPROACH

The steps proposed for the design of PR frames are as follows:

1. For each semi-rigid connection, assume a value of \(\bar{R}_k = R_{kb} L/EI\), where \(R_{kb}\) is the effective linearized connection stiffness under factored gravity loads. It is obtained as the slope of a line drawn from the origin to the intersection point of the PR connection \(M-\theta\) curve and a beam line (see Figure 6). The beam line is defined by the equation

\[
M = \frac{w_u L^2}{12} - \frac{2EI}{L} \theta
\]

where \(w_u\) is the uniform factored gravity load on the beam. The above equation relates the end moment \(M\) and rotation \(\theta\) of a prismatic beam subject to a uniformly distributed load applied over its entire length. Note that if the connection is fully-rigid, \(\theta=0\) and so \(M = w_u L^2/12\), which is the fixed-end moment of the beam. On the other hand, if the connection is ideally-pinned, \(M=0\) and so \(\theta = w_u L^3/24EI\), which is the end rotation of a simply-supported beam.

![Figure 6. Determination of \(R_{kb}\)](image-url)
2. Calculate the beam moments \( M_{\text{neg}} \) and \( M_{\text{pos}} \) for the assumed value of \( R_k \) using the following equations (Chen and Lui [34]).

\[
M_{\text{neg}} = \frac{2R_{kb}}{3(R_{kb} + 2)} M_{ss} \tag{19}
\]

\[
M_{\text{pos}} = \frac{R_{kb} + 6}{3(R_{kb} + 2)} M_{ss} \tag{20}
\]

where \( M_{ss} = w_u L^2 / 8 \) is the uniformly loaded simply-supported beam moment.

3. Select trial beam section based on the calculated \( M_{\text{pos}} \) and \( M_{\text{neg}} \) values.

4. Select the type of connection (e.g., a top and seat angle connection with double web angles) and choose a family of connections (3 to 4 etc.) as trials.

5. Determine the \( M-\theta \) curve parameters \( (M_{\text{ult}}, R_{kb}, \text{and } n) \) for each connection using the procedure outlined in Section 3.

6. Construct a family of \( M-\theta \) curves using Eq. 1, and superimpose on them a beam-line computed using Eq. (18).

7. Select an appropriate connection by determining the \( R_{kb} \) values for the family of connections and choose the one that has a \( R_k = R_{kb} L/EI \) value closest to the one assumed in Step 1.

8. Determine \( R_{kb} \) as shown in Figure 6 and calculate \( R_{kb} L/EI \) for the selected connection at service load to check that it falls in the PR connection range of \( 2 < R_{kb} L/EI < 20 \).

9. Select the trial column section based on the factored axial load and moment.

10. For unbraced frames, calculate the loading stiffness \( R_{kl} \) using the equation

\[
R_{kl} = \frac{M_p - M_g}{\theta_p - \theta_g} \tag{21}
\]

where, in reference to Figure 7, \( M_a \) is the nominal moment strength of the connection that corresponds to \( \theta_a = 0.02 \) radian (AISC [22]) denoted as point b in the figure, and \( M_g \) and \( \theta_g \) are the moment and rotation of the connection under factored gravity loads denoted as point a.

11. Analyze the PR frame using the appropriate connection stiffness \( R_{kb}, R_{kl}, \) or \( R_{ki} \) in conjunction with the Direct Analysis Method for the two cases described below.

Case 1, the non-sway frame condition for gravity load combinations only:

Element Stiffness - Column: \( EI_c = 0.8 \alpha EI \)
- Beams: \( EI_c = 0.8 EI \)
- Connections: \( R_k = 0.9 R_{kb} \)

Applied Loads - gravity load combinations, plus a notional load of 0.002 \( P_i \) applied to each column at each floor level.

- Perform a second-order elastic analysis to determine the internal forces.
- Check the beam-column, beam, and connection strength.
- If the above conditions are satisfied, proceed further. Otherwise, revise the sections and/or connections until the conditions are satisfied.
Case 2, the sway frame condition for gravity + lateral load combinations:

**Step 1 - Gravity load step:**

Element Stiffness - Column: \( EI_c = 0.8 \, \tau EI \)
- Beams: \( EI_e = 0.8 EI \)
- Connections: \( R_k = 0.9 R_{kb} \)

Applied Loads - Factored gravity loads only without any notional loads

- Perform a *second-order elastic analysis* to determine the internal forces due to the applied loads.

**Step 2 - Lateral load step:**

Element Stiffness - Column: \( EI_c = 0.8 \, \tau EI \)
- Beams: \( EI_e = 0.8 EI \)
- Connections: \( R_k = 0.9 R_{kb} \) (Windward Side)
\( R_k = 0.9 R_{kl} \) (Leeward Side)

Applied Loads - Concentrated vertical loads applied at beam-column joints producing the column axial forces associated with *Step 1*
- Lateral load combinations plus a notional load of 0.002 \( P_i \) applied to each column at each floor level

- Perform a *second-order elastic analysis* to determine the internal forces due to above applied loads
- Superimpose the moments from the gravity (step 1) and lateral (step 2) load steps. Check the beam-column, beam and connection strengths. If not satisfied, revise the sections and/or connections of the structure.

6. **DESIGN EXAMPLES**

In this section, design examples will be given to show how the proposed PR frame design procedure presented in the preceding section can be applied. The second-order analysis is performed using the software MASTAN2 (McGuire et al. [43]).
The first example (a portal frame) is used to demonstrate the basic loading/unloading behavior of PR connections in an unbraced frame when one end of a beam/girder is connected to a single column. It also serves to show the effect of PR connections on the columns. The second example (a 2-story unbraced frame) is used to demonstrate how the moments can be distributed to the columns above and below the beam to which the columns are attached. In both examples, only top and seat angle with double web angle connections will be considered. This is because the normalized stiffness $R_s$ for this type of connections often falls in the semi-rigid range of $2 < R_s < 20$, and so they are commonly used in PR frames. In addition, the following assumptions have been used:

- All beam sections are compact (i.e., the sections are capable of developing the full plastic moment)
- All column sections are non-slender elements (i.e., local buckling is not of concern)
- All sections are oriented with their webs in the plane of the applied loads
- The frames are braced against out-of-plane deflection at the beam-column joints only
- The beams are non-composite (i.e., they are not connected to a concrete slab)
- Wind loads are applied as concentrated loads at windward beam-column joints.
- All beam-column connections satisfy the AISC connection design requirements
- All beam and column sections are W-shapes made from A992 steel with $F_y = 50$ ksi (345 MPa) and $E = 29000$ ksi (200 GPa).

**Example 1 – Design of a PR Portal Frame**

The PR frame shown in Figure 8 is to be designed. The frame is subjected to the loads shown. Beam deflection under service live load is limited to $L/360$, where $L$ is the beam length; and frame drift should not exceed $H/200$, where $H$ is the story height. To start the design, assume $R_s = 6$ for the connections.

![Figure 8. An Unbraced Portal PR Frame (1 k = 4.45 kN, 1 ft = 12” = 0.305 m)](image)

**Solution:**

**Load Combinations:** The load combinations (AISC [22], ASCE [44]) that most likely will control the design are given in Table 1.

<table>
<thead>
<tr>
<th>Load Case</th>
<th>Load Combinations</th>
<th>$w_u$ (k/in.) (Gravity)</th>
<th>$p_u$ (kips) (Lateral)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.2D + 1.6L$</td>
<td>0.315</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>$1.2D + 0.5L + 1.0W$</td>
<td>0.191</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Table 1. Applied loads (1 k/in. = 175 kN/m, 1 kip = 4.45 kN)
**Beam Section Selection:** For load case 1, the frame does not undergo any sidesway movement. Use Eqs. (19) and (20) with the assumed $\bar{R}_b = 6$ to estimate $M_{neg}$ and $M_{pos}$ for the preliminary sizing of the beam.

$$M_{neg} = \frac{2\bar{R}_b}{3(\bar{R}_b + 2)} M_{u} = 1633 \text{ k-in.}$$

$$M_{pos} = \frac{\bar{R}_b + 6}{3(\bar{R}_b + 2)} M_{u} = 1633 \text{ k-in.}$$

Using these moments as a guide, a W14×53 is selected as the trial section. The flexural capacity $\phi_b M_u$ of this section is 2462 k-in. (278 kN·m), which exceeds the required flexural strength $M_u (= M_{neg} \text{ or } M_{pos}) = 1633 \text{ k-in.} (185 \text{ kN·m})$.

**Connection Selection:** If top and seat angle with double web angle connections are to be used for the PR frame, a possible set of candidate connections are summarized in Table 2. In the table, the thickness of the top and seat angle is denoted as C (5/8), C (3/4), etc.

**Table 2. Details of PR Connections (1 in. = 25.4 mm)**

<table>
<thead>
<tr>
<th>Connection</th>
<th>Bolt diameter $d$ (in.)</th>
<th>Nut Width $W$ (in.)</th>
<th>Top and Seat Angles $2\ L6 \times 4 \times t_t$</th>
<th>Web Angles $2\ L4 \times 3.5 \times \frac{1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$t_t$ (in.)</td>
<td>$l_t$ (in.)</td>
</tr>
<tr>
<td>C (5/8)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>5/8</td>
<td>7</td>
</tr>
<tr>
<td>C (3/4)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>7/8</td>
<td>7</td>
</tr>
<tr>
<td>C (7/8)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>5/8</td>
<td>7</td>
</tr>
</tbody>
</table>

**Calculations for $R_{ki}$, $M_{ult}$, and $n$:** Using the above angle data and Eqs. (3), (9) and (17a), the three connection parameters are calculated and summarized in Table 3.

**Table 3. Connection Parameters (1 k-in. = 0.113 kN-m)**

<table>
<thead>
<tr>
<th>Connection</th>
<th>$R_{ki} \times 10^3$ (k-in./rad)</th>
<th>$M_{ult}$ (k-in.)</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (5/8)</td>
<td>411</td>
<td>1907</td>
<td>1.37</td>
</tr>
<tr>
<td>C (3/4)</td>
<td>690</td>
<td>2435</td>
<td>1.20</td>
</tr>
<tr>
<td>C (7/8)</td>
<td>1112</td>
<td>2973</td>
<td>1.03</td>
</tr>
</tbody>
</table>

**Beam-Line Diagrams with $M-\theta$ Curves:** The intersection of the $M-\theta$ curve and the beam line represents the expected connection moment and deformation under gravity loads. Using Eq. (1) for the $M-\theta$ curves and Eq. (18) for the beam lines, one can generate Figure 9 for the three connections and the two load cases given in Table 1. The beam lines for the two load cases are labeled (BL-LC(I) and BL-LC(II), respectively, in the figure. From this figure, $R_{ki}$ for each connection can be determined as the slope of a line drawn from the origin to the intersection point of the connection’s $M-\theta$ curve and the respective beam line. The calculated secant stiffness for each connection under Load Case 1 $R_{ki1}$ is given in Table 4.
Connection C (3/4) is selected because its $R_k$ value is closest to the initially assumed value of 6. Once the connection has been selected, its $R_{ks}$ and $R_{kL}$ values can now be determined. By subjecting the frame to the service gravity load $(D+L)$, $R_{ks}L/EI$ is computed to be 7.51, which falls in the PR connection range. From Figure 9, the design strength ($\phi_bM_n(0.02 \text{ rad})$) of the connection is determined to be 1987 k-in. (225 kN-m). Using the data presented in Figure 9 and the schematics shown in Figure 7, $R_{kb}$ and $R_{kL}$ for the two load cases are computed and given in Table 5.

![Figure 9. M-\(\theta\) curves and beam lines (1 k-in. = 0.113 kN-m)](image)

<table>
<thead>
<tr>
<th>Beam Line for Load Case (BL-LC)</th>
<th>Linearized Connection Stiffness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{kb}$ ($\times 10^3$)</td>
</tr>
<tr>
<td>1</td>
<td>314</td>
</tr>
<tr>
<td>2</td>
<td>467</td>
</tr>
</tbody>
</table>

**Column Section Selection:** A W10x33 section is selected based on the axial load ($P_u$) and moment ($M_{neg}$) acting on the beam-column joint due to load case 1. A 12-ft long W10x33 section has an axial capacity ($\phi_bP_n$) of 292 kips (1300 kN) and bending moment capacity ($\phi_bM_n$) of 1530 k-in. (173 kN-m).

**Applying the Direct Analysis Approach:** The analysis is carried out for the non-sway and sway frame conditions as outlined in Section 5.

**Case 1 – the non-sway frame condition for gravity loads only**

The parameters used for this analysis are summarized in Table 6.
Table 6. Case 1 Analysis Parameters (1 k = 4.45 kN, 1 in. = 25.4 mm)

<table>
<thead>
<tr>
<th>Element Stiffness</th>
<th>Applied Loads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns ( EI_e = 0.8 \tau EI ) (k-in.²)</td>
<td>Beams ( EI_e = 0.8 EI ) (k-in.²)</td>
</tr>
<tr>
<td>3.97 x 10^6</td>
<td>12.6 x 10^6</td>
</tr>
</tbody>
</table>

(\( \tau \) is taken as 1 since the axial load \( P_u \) in each column for this load case is less than 0.5\( P_y \)).

Using the above parameters, a second-order elastic analysis is performed to determine the internal forces in each member. The results are shown in Table 7. Also shown in the table are the results obtained from a 2\( ^{nd} \) -order inelastic analysis (i.e., instead of using the direct analysis approach outlined in Section 4, the frame is analyzed using 2\( ^{nd} \) -order inelastic analysis technique) as well as the results of the unity check obtained using the appropriate beam-column interaction (H1-1a or H1-1b) or beam equation given in AISC [22]. The unity check is satisfied if the value computed is <1. As can be seen, the results obtained using the direct analysis approach is slightly conservative when compared to those obtained from a 2\( ^{nd} \) -order inelastic analysis.

Table 7. Analysis Results for Case 1 with Unity Check (1 kip = 4.45 kN, 1 k-in. = 0.113 kN-m)

<table>
<thead>
<tr>
<th>Element</th>
<th>Case 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Axial Force</td>
</tr>
<tr>
<td></td>
<td>Proposed Method</td>
</tr>
<tr>
<td>Left Column</td>
<td>45.3</td>
</tr>
<tr>
<td>Right Column</td>
<td>45.4</td>
</tr>
<tr>
<td>Beam</td>
<td>-</td>
</tr>
</tbody>
</table>

Case 2 – the sway frame condition for gravity + wind loads

The analysis parameters for this load case are given below.

(i) Gravity load step: \( 1.2D+0.5L \) (see Table 8)

Table 8. Case 2 Gravity Load Analysis Parameters (1 k = 4.45 kN, 1 in. = 25.4 mm)

<table>
<thead>
<tr>
<th>Element Stiffness</th>
<th>Applied Loads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns ( EI_e = 0.8 \tau EI ) (k-in.²)</td>
<td>Beams ( EI_e = 0.8 EI ) (k-in.²)</td>
</tr>
<tr>
<td>3.97 x 10^6</td>
<td>12.6 x 10^6</td>
</tr>
</tbody>
</table>
(ii) Lateral load step: 1.0W (see Table 9)

Table 9. Case 2 Lateral Load Analysis Parameters (1 k = 4.45 kN, 1 in = 25.4 mm)

<table>
<thead>
<tr>
<th>Element</th>
<th>Applied Loads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column</td>
<td>0.9R_{ml} (k-in./rad)</td>
</tr>
<tr>
<td>EI_{e} = 0.8EI (k-in.²)</td>
<td>3.97×10^6</td>
</tr>
</tbody>
</table>

Using the analysis parameters given in Tables 8 and 9, a second-order elastic analysis is performed individually for each load step to determine the internal forces in the structure. The results from these two analyses are then superimposed and presented in Table 10. Note that while the final moments are determined by superimposing the moment results from both the gravity and gravity+wind load steps, the final axial loads are determined only from the gravity+wind load step because the axial load effect from the gravity load step is already accounted for by subjecting the columns to the concentrated joint loads. Note also that the notional loads (representing non-verticality) are only applied in the gravity+wind load step to ensure that the second-order effects associated with the non-verticality are accounted for only once. Also shown in the table are results from a 2nd-order inelastic analysis and results of the unity check.

Table 10. Analysis Results for Case 2 with Unity Check (1 kip = 4.45 kN, 1 k-in. = 0.113 kN-m)

<table>
<thead>
<tr>
<th>Element</th>
<th>Axial Force (kips)</th>
<th>Moment (k-in.)</th>
<th>Unity Check</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed Method</td>
<td>2nd-order Inelastic Analysis</td>
<td>Proposed Method</td>
</tr>
<tr>
<td>Left Column</td>
<td>26</td>
<td>26</td>
<td>404</td>
</tr>
<tr>
<td>Right Column</td>
<td>29</td>
<td>29</td>
<td>809</td>
</tr>
<tr>
<td>Beam</td>
<td>-</td>
<td>-</td>
<td>1382</td>
</tr>
</tbody>
</table>

Finally, the service live load deflection of the beam and the wind drift of the frame are calculated to be 0.41 in. (10.4 mm) and 0.32 in. (8.1 mm), respectively. Since they are less than the allowable values of $L/360 = 0.8$ in. (20.3 mm) and $H/200 = 0.72$ in. (18.3 mm), the design is considered satisfactory.

Example 2 - Design of a Two-Story Unbraced PR Frame

The PR frame subjected to the applied loads shown in Figure 10 is to be designed. The live load beam deflection and the wind induced interstory frame drift are to be limited to $L/360$ and $H/200$, respectively. To start the design, assume $\bar{R}_k = 8$ and 10 for the 1st and 2nd story connections, respectively.
Solution:

The load combinations used for the design are given in Table 11. By using Load Case 1, Eqs. 19 and 20, and the assumed $\overline{R}_k$ values, $M_{neg}$ and $M_{pos}$ are calculated and shown in Table 12. From these moment values, a W12 x 50 section ($\overline{\phi}_bM_n=1903$ k-in. or 215 kN-m) and a W10 x 33 section ($\phi_bM_n=912$ k-in. or 103 kN-m) are selected for the beams of the first and second stories, respectively.

Table 11. Applied Loads (1 k/in. = 175 kN/m, 1 kip = 4.45 kN)

<table>
<thead>
<tr>
<th>Load Case</th>
<th>Load Combinations</th>
<th>$w_{u1}$ (k/in.) (Gravity)</th>
<th>$w_{u2}$ (k/in.) (Gravity)</th>
<th>$p_{u1}$ (kips) (Lateral)</th>
<th>$p_{u2}$ (kips) (Lateral)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.2D + 1.6L$</td>
<td>0.303</td>
<td>0.117</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>$1.2D + 0.5L + 1.0W$</td>
<td>0.212</td>
<td>0.071</td>
<td>7.8</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Table 12. Non-sway Beam Moments for Beam Section Selection (1 k-in. = 0.113 kN-m)

<table>
<thead>
<tr>
<th>Story</th>
<th>$M_{neg}$ (k-in.)</th>
<th>$M_{pos}$ (k-in.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>1818</td>
<td>1590</td>
</tr>
<tr>
<td>2nd</td>
<td>731</td>
<td>585</td>
</tr>
</tbody>
</table>

A set of possible top and seat angle with double web angle connections that can be used for the PR frame is given in Table 13. Using the values shown in this table, the connection parameters for the three-parameter model are calculated using Eqs. (3), (9), (17a) and are summarized in Table 14. The $M$-$\theta$ curves of these connections are plotted in Figures 11 and 12 together with the beam lines computed from Eq. (18) for the two load cases. From these figures, the secant stiffness for load case 1 $R_{kb1}$ can be determined and are presented in Table 15. Connections C (3/4) and C (1/2) are selected because their $\overline{R}_k$ values are closest to their respective assumed values. Using the methodology depicted schematically in Figure 7, the linearized connection stiffness are determined for the two load cases and shown in Table 16.
Table 13. PR Connection Details (1 in. = 25.4 mm)

<table>
<thead>
<tr>
<th>Connection</th>
<th>Bolt Diameter $d$ (in.)</th>
<th>Nut Width $W$ (in.)</th>
<th>Top and Seat Angles 2L6 × 4 × $t_t$</th>
<th>Web Angles 2L4 × 4 × 5/8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$t_t$ (in.)</td>
<td>$l_t$ (in.)</td>
</tr>
<tr>
<td>C (5/8)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>5/8</td>
<td>7</td>
</tr>
<tr>
<td>C (3/4)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>3/4</td>
<td>7</td>
</tr>
<tr>
<td>C (7/8)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>7/8</td>
<td>7</td>
</tr>
</tbody>
</table>

2nd Story

<table>
<thead>
<tr>
<th>Connection</th>
<th>Bolt Diameter $d$ (in.)</th>
<th>Nut Width $W$ (in.)</th>
<th>Top and Seat Angles 2L6 × 4 × $t_t$</th>
<th>Web Angles 2L4 × 3.5 × $\frac{1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$t_t$ (in.)</td>
<td>$l_t$ (in.)</td>
</tr>
<tr>
<td>C (3/8)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>3/8</td>
<td>7</td>
</tr>
<tr>
<td>C (7/16)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>7/16</td>
<td>7</td>
</tr>
<tr>
<td>C (1/2)</td>
<td>7/8</td>
<td>1-7/16</td>
<td>1/2</td>
<td>7</td>
</tr>
</tbody>
</table>
## Table 14. Connection Parameters (1 k-in. = 0.113 kN-m)

<table>
<thead>
<tr>
<th>Connection</th>
<th>$R_{ki} \times 10^3$ (kips-in./rad)</th>
<th>$M_{alt}$ (kips-in.)</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1st Story</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C (5/8)</td>
<td>686</td>
<td>2187</td>
<td>1.41</td>
</tr>
<tr>
<td>C (3/4)</td>
<td>1010</td>
<td>2663</td>
<td>1.03</td>
</tr>
<tr>
<td>C (7/8)</td>
<td>1497</td>
<td>3140</td>
<td>0.89</td>
</tr>
<tr>
<td><strong>2nd Story</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C (3/8)</td>
<td>212</td>
<td>908</td>
<td>1.32</td>
</tr>
<tr>
<td>C (7/16)</td>
<td>258</td>
<td>1077</td>
<td>1.31</td>
</tr>
<tr>
<td>C (1/2)</td>
<td>322</td>
<td>1261</td>
<td>1.27</td>
</tr>
</tbody>
</table>

## Table 15. Connection Stiffness (1 k-in. = 0.113 kN-m)

<table>
<thead>
<tr>
<th>Connection</th>
<th>Connection Stiffness, $R_{kb1} \times 10^3$ (k-in./rad)</th>
<th>$\bar{R}<em>{c1} = R</em>{kb1}L/EI$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1st story</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C (5/8)</td>
<td>209</td>
<td>5.52</td>
</tr>
<tr>
<td>C (3/4)</td>
<td>325</td>
<td>8.6</td>
</tr>
<tr>
<td>C (7/8)</td>
<td>453</td>
<td>12</td>
</tr>
<tr>
<td><strong>2nd story</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C (3/8)</td>
<td>92</td>
<td>5.6</td>
</tr>
<tr>
<td>C (7/16)</td>
<td>142</td>
<td>8.6</td>
</tr>
<tr>
<td>C (1/2)</td>
<td>183</td>
<td>11</td>
</tr>
</tbody>
</table>

## Table 16. Linearized Connection Stiffness (1 k-in./rad = 0.113 kN-m/rad)

<table>
<thead>
<tr>
<th>Beam Line for Load Case (BL-LC)</th>
<th>Linearized Connection Stiffness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{kb} \times 10^3$ (k-in./rad)</td>
</tr>
<tr>
<td></td>
<td><strong>1st Story</strong></td>
</tr>
<tr>
<td></td>
<td><strong>1st Story</strong></td>
</tr>
<tr>
<td>1</td>
<td>325</td>
</tr>
<tr>
<td>2</td>
<td>572</td>
</tr>
</tbody>
</table>

Based on $P_v$ and $M_{neg}$ calculated for the gravity load case, a W10x33 ($\phi_b P_v=292$ kips or 1300 kN, $\phi_b M_{neg}=1530$ k-in. or 173 kN-m) is selected as a trial section for the columns. Because each end of the 1st story beam is connected to two columns, a distribution factor based on the flexural stiffness of the columns above and below the beam as given by Eqs. (22a and 22b) can be used to apportion $M_{neg}$ to the columns.

$$M_{above} = \frac{\left(\frac{I}{L}\right)_{above} M_{neg}}{\left(\frac{I}{L}\right)_{above} + \left(\frac{I}{L}\right)_{below}}$$  \hspace{1cm} (22a)
Using the analysis parameters computed and given in Tables 17 and 18, a direct analysis as outlined in Section 4 is carried out for the two load cases. The results together with the 2nd-order inelastic analysis and unity check results are given in Table 19. As can be seen, good correlation is observed between the direct analysis results and those obtained using 2nd-order inelastic analysis. The unity check is also satisfied for all members.

Table 17. Case 1 Analysis Parameters (1 k = 4.45 kN, 1 in. = 25.4 mm)

<table>
<thead>
<tr>
<th>Story</th>
<th>Element Stiffness</th>
<th>Applied Loads</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Columns $EI_e=0.8 EI$ (k-in.$^2$)</td>
<td>Beam $EI_e=0.8 EI$ (k-in.$^2$)</td>
<td>Connections $0.9R_{kb1}$ (k-in./rad)</td>
</tr>
<tr>
<td>1st</td>
<td>$3.97\times10^6$</td>
<td>$9.07\times10^6$</td>
<td>$292\times10^3$</td>
</tr>
<tr>
<td>2nd</td>
<td>$3.97\times10^6$</td>
<td>$3.97\times10^6$</td>
<td>$165\times10^3$</td>
</tr>
</tbody>
</table>

Table 18. Case 2 Analysis Parameters (1 k = 4.45 kN, 1 in. = 25.4 mm)

<table>
<thead>
<tr>
<th>Story</th>
<th>Element Stiffness</th>
<th>Applied Loads</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Columns $EI_e=0.8 EI$ (k-in.$^2$)</td>
<td>Beam $EI_e=0.8 EI$ (k-in.$^2$)</td>
<td>Connections $0.9R_{kb2}$ (k-in./rad)</td>
</tr>
<tr>
<td></td>
<td>Gravity load step</td>
<td>Lateral load step</td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>$3.97\times10^6$</td>
<td>$3.97\times10^6$</td>
<td>$515\times10^3$</td>
</tr>
<tr>
<td>2nd</td>
<td>$3.97\times10^6$</td>
<td>$3.97\times10^6$</td>
<td>$222\times10^3$</td>
</tr>
</tbody>
</table>

The service live load deflections of the 1st and 2nd story beams are computed to be 0.37 in. (9.4 mm) and 0.44 in. (11.1 mm), respectively, and the wind induced interstory drifts of the frame are calculated to be 0.62 in. (15.7 mm) for the 1st story and 0.68 in. (17.2 mm) for the 2nd story. They are within the allowable values of $L/360=0.833$ in. (21.2 mm) for beam deflection and $H/200=0.72$ in. (18.2 mm) for interstory drift, and so the design is considered satisfactory.
Table 19. Analysis results for Cases 1 and 2 with Unity Check

<table>
<thead>
<tr>
<th>Load Case</th>
<th>Element</th>
<th>Axial Force (kips)</th>
<th>Moment (k-in.)</th>
<th>Unity Check</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Proposed method</td>
<td>2nd-order</td>
<td>Proposed method</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inelastic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Analysis</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Col 1</td>
<td>63</td>
<td>63</td>
<td>685</td>
</tr>
<tr>
<td></td>
<td>Col 2</td>
<td>63</td>
<td>63</td>
<td>699</td>
</tr>
<tr>
<td></td>
<td>Col 3</td>
<td>17.5</td>
<td>17.5</td>
<td>866</td>
</tr>
<tr>
<td></td>
<td>Col 4</td>
<td>17.6</td>
<td>17.6</td>
<td>870</td>
</tr>
<tr>
<td></td>
<td>1st story Beam</td>
<td>-</td>
<td>-</td>
<td>1843</td>
</tr>
<tr>
<td></td>
<td>2nd story Beam</td>
<td>-</td>
<td>-</td>
<td>637</td>
</tr>
<tr>
<td>2</td>
<td>Col 1</td>
<td>38</td>
<td>39</td>
<td>349</td>
</tr>
<tr>
<td></td>
<td>Col 2</td>
<td>46</td>
<td>46</td>
<td>826</td>
</tr>
<tr>
<td></td>
<td>Col 3</td>
<td>9.5</td>
<td>9.5</td>
<td>440</td>
</tr>
<tr>
<td></td>
<td>Col 4</td>
<td>12</td>
<td>12</td>
<td>687</td>
</tr>
<tr>
<td></td>
<td>1st story Beam</td>
<td>-</td>
<td>-</td>
<td>1350</td>
</tr>
<tr>
<td></td>
<td>2nd story Beam</td>
<td>-</td>
<td>-</td>
<td>412</td>
</tr>
</tbody>
</table>

7. SUMMARY AND CONCLUSIONS

A procedure for the design of partially-restrained (PR) frames is proposed. In a PR frame, the connections used to connect the beams and columns are semi-rigid in nature. According to AISC [22], a connection is considered semi-rigid if the ratio of its secant stiffness under service load $R_{ks}$ to the beam stiffness $EI/L$ falls in the range $2 < R_{ks}L/EI < 20$. The proposed procedure makes use of the three-parameter connection model to describe the nonlinear connection moment-rotation ($M-\theta$) behavior and the direct analysis approach to perform the frame analysis. To proceed with the design, a connection stiffness $R_{kb}$ defined as the slope of a line drawn from the origin to the intersection point of the nonlinear $M-\theta$ curve and the beam line constructed for the factored gravity load case under consideration is used. Loading and unloading behavior of the PR connections are accounted for by the use of two different stiffness $R_{kL}$ and $R_{ki}$; the former is obtained from linearization of the $M-\theta$ curve and the latter is obtained from the three-parameter connection model.

Trial beam sections are selected based on the beam moments $M_{pos}$ and $M_{neg}$ calculated using a target value of $\bar{R}_t = R_{tu}L/EI$ for the connections under factored gravity loads. The connections are then selected based on the proximity of their $\bar{R}_t$ values to those of the target values. Once the connections are selected, trial column (beam-column to be exact) sections can be selected based on the approximate $P_u$ and $M_u$ values computed from the applied gravity loads and $M_{neg}$ of the adjoining connections, respectively.

Examples of PR frames designed using top and seat with web angle connections were given to demonstrate the steps involved in applying the proposed method in PR frame design. It was shown that despite its simplicity, the proposed approach yields good results when compared to a 2nd-order inelastic analysis.
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ABSTRACT: Concrete filled steel tube (CFST) columns are used increasingly in high-rise buildings in China. During the rapid construction of high-rise buildings, concrete age is an important factor which will affect the composite axial strength. In this paper, based on the theory of elasticity, a formula is proposed to predict the composite axial strength of CFST considering the concrete age. For the most common use the parameters in the formula are simplified and calibrated by existing test results. Finally the experiments of the ultimate bearing capacity of CFST columns considering concrete age changes are carried out and the FE method is also adopted to validate the formula results. The results show that the formula can be used satisfactorily in predicting the strength of CFST columns considering concrete age.
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1. INTRODUCTION

The concrete filled steel tube (CFST) structure is widely used now around the world because of its superior property on mechanics, fire resistance, anti seismic capacity as well as its cost effective construction. Extensive experimental and theoretical investigations on the CFST have been carried out [1-8]. In recent years, more and more high-rise buildings are constructed using CFST columns mentioned by Fu [9], Fan [10] and Duan [11]. The advantage is to adopt rapid construction which the inside concrete is not fully hardened during the construction and the building is be set up by the outside steel tube frame. This kind of construction method can greatly reduce the time but also bring a problem that the composite strength of CFST column may be different being of the earlier age of concrete.

On the influence of concrete age, Tan and Qi [12] worked systematically by testing the effect of creep on columns under axially compressive loads. Nakai et al. [13] and Terry et al. [14] tested the creep of CFST columns and plain concrete to investigate the influence of the reinforcement on the concrete creep. Ichinose et al. [15], Kwon et al. [16] and Acar [17] also reported a series of tests to obtain creep coefficients of CFST columns. But nearly all of the works are about the aging effect of hardened concrete and there is little attention paid to the research on the aging effect of hardening CFST column.

In this paper, the aging effect of un-fully hardened concrete will be studied on the composite strength of CFST columns and a formula will be proposed based on the theory of elasticity by using the superimposition method and test results. Independent experiments and FE method are also adopted to validate the formula.
2. THEORY ANALYSIS

2.1 Superimposition method

In order to determine the formula of composite strength of CFST columns under axial compression, the elastic analysis is adopted. The CFST column can be equivalently divided into two parts, i.e., the steel tube and the concrete part, and the axial compression process can be divided into two steps. i.e., uniaxial compression of each part and plane strain problem according to Yu [18]. In the uniaxial compression step, two parts are deformed individually as the uniform longitudinal strain. In the second step, there will be the interaction load between the two parts but the longitudinal strain of each part keeps constant which is the plane strain problem, shown in Figure 1.

![Figure 1. Superimposition Method of CFST under Axial Compression](image)

2.2 Elastic Analysis

Assume that the longitudinal strain of the CFST is \( \varepsilon_{sc}^z(t) \) under the compression load, as a whole. The longitudinal strains in the steel tube \( \varepsilon_s^z(t) \) and the concrete \( \varepsilon_c^z(t) \) should be the same, then

\[
\varepsilon_s^z(t) = \varepsilon_c^z(t) = \varepsilon_{sc}^z(t) \tag{1}
\]

Step 1: The uniaxial compression stage

In this stage, because of the no interactions between steel and concrete, steel tube and concrete cylinder are unrestrained axisymmetric deformation. According to the generalized Hooke's law the radial strains are:

\[
\varepsilon_c^r(t) = -\nu_c(t)\varepsilon_{sc}^z(t) \tag{2}
\]

\[
\varepsilon_s^r(t) = -\nu_s\varepsilon_{sc}^z(t) \tag{3}
\]

In which, \( \nu_c(t) \) is the Poisson’s ratio of concrete at age \( t \), and \( \nu_s \) is the Poisson’s ratio of steel. According to Budynas [19], when the radius at the interface surface is \( r \), the radial displacements \( u_s^r(t) \) at the outside surface of the concrete cylinder and \( u_s^r(t) \) at the inside surface of the steel tube, are respectively.
\[ u_1^i(t) = r \varepsilon_1^i(t) = -\nu_r(t) r \varepsilon_r^i(t) \]  
(4)

\[ u_2^i(t) = r \varepsilon_2^i(t) = -\nu_r(t) r \varepsilon_r^i(t) \]  
(5)

So the respective longitudinal stresses of the concrete \( \sigma_1^t(t) \) and the steel \( \sigma_2^t(t) \) are,

\[ \sigma_1^t(t) = E_c(t) \varepsilon_1^t(t) = E_c(t) \varepsilon_r^t(t) \]  
(6)

\[ \sigma_2^t(t) = E_s \varepsilon_2^t(t) = E_s \varepsilon_r^t(t) \]  
(7)

In which, \( E_c(t) \) is the elastic modulus of concrete at age \( t \), and \( E_s \) is the elastic modulus of steel.

Step 2: The plane strain stage

In this stage the longitudinal strain is constant and there is the interactive stress \( P \) acting between the inside surface of the steel tube and the outside surface of the concrete. According to the theory of elasticity [20], the radial displacements of the concrete cylinder at the outside surface \( u_1^c(t) \), and the radial displacements of the steel tube at the inside surface \( u_2^s \) can be calculated respectively,

\[ u_1^c(t) = -\frac{r^2 P}{E_c(t)} \left( 1 - \frac{\nu_c(t)}{1 - \nu_c(t)} \right) r = -\frac{(1 + \nu_c(t))(1 - 2\nu_c(t))}{E_s(t)} r P \]  
(8)

\[ u_2^s = \frac{(1 + \nu_r) r^2 P}{E_s(R^2 - r^2)} \left[ R^2 + (1 - 2\nu_r)r \right] \]  
(9)

In which, \( R \) is the radius at the outside surface of the steel tube.

Step 3: Superimposition results

Assume that the interfaces are ideal and continuous at the interfaces of the steel tube and concrete part. So the radial displacements of steel part and the concrete part should be same at the interfaces,

\[ u_1^i(t) + u_2^i(t) = u_1^s + u_2^s \]  
(10)

Introducing Eqs. 4, 5, 8 and 9 into Eq. 10 yields the interactive stress \( P \) at the interface,

\[ P = \frac{-(\nu_r(t) - \nu_r) \varepsilon_r^i(t)}{\left( 1 + \nu_c(t)(1 - 2\nu_c(t)) \right) E_c(t) + \frac{(1 + \nu_r)(1 - 2\nu_r)}{E_s(R^2 - r^2)} \left[ R^2 + r^2(1 - 2\nu_r) \right]} \]  
(11)

From the elastic solution from Sadd [20], the longitudinal stresses caused by \( P \) in the concrete part \( \sigma_1^c(t) \), and the steel tube \( \sigma_2^s(t) \), are,

\[ \sigma_1^c(t) = -2\nu_c(t) P \]  
(12)

\[ \sigma_2^s = \frac{2\nu_r r^2}{R^2 - r^2} P \]  
(13)
Hence, the total longitudinal stresses in the concrete and the steel tube are, respectively,
\[
\sigma_c(t) = \sigma_c^1(t) + \sigma_c^2(t) = E_c(t)\varepsilon_w(t) - 2\nu_c(t)P
\]
\[
\sigma_s(t) = \sigma_s^1 + \sigma_s^2 = E_s\varepsilon_s(t) + \frac{2\nu_s r^2}{R^2 - r^2} P
\]

Introducing Eq. 11 into Eq. 14 and Eq. 15, the equivalent uniform stress distribution \(\sigma_w(t)\) over the cross section of the CFST is,
\[
\sigma_w(t) = \frac{A \sigma_s(t) + A \sigma_c(t)}{A_w}
\]

Thus,
\[
\sigma_w(t) = \left[1 + \frac{2(v_c - \nu_s)^2}{(1 - 2\nu_c)(1 + \nu_c)\alpha \sigma_s^1 / \sigma_s^2(t)}\right] \left[(1 - \beta)\sigma_s^1(t) + \beta \sigma_s^2\right]
\]

Replacing all terms containing Poisson’s ratios of steel and concrete by \(A\), \(B\) and \(C\), Eq. 17 can be written as below,
\[
\sigma_w(t) = \left[1 + \frac{a \sigma_s^1 / \sigma_s^2(t)}{A + Ba \sigma_s^1 / \sigma_s^2(t) + Ca \left[1 + a \sigma_s^1 / \sigma_s^2(t)\right]}\right] \left[(1 - \beta)\sigma_s^1(t) + \beta \sigma_s^2\right]
\]

where, \(A = \frac{(1 - \nu_s^2)}{v_c - \nu_s}\), \(B = \frac{(1 - 2\nu_c)(1 + \nu_c)}{2(v_c - \nu_s)^2}\), \(C = \frac{(1 + \nu_c)}{2(v_c - \nu_s)^2}\), \(\beta = \frac{\alpha}{1 + \alpha}\).

2.3 Composite Strength of the CFST and Further Modification

In order to obtain the composite strength of CFST column in inelastic state, it is assumed that the strength of the steel and the concrete are reached simultaneously and introducing the strength of steel and concrete \(f_y, f_{ck}\) (t) and parameter \(\xi_w(t) = \alpha f_y / f_{ck}(t)\). So,
\[
f_w(t) = \left[1 + \frac{\xi_w(t)}{A + B\xi_w(t) + Ca \left[1 + \xi_w(t)\right]}\right] \left[(1 - \beta)f_{sk}(t) + \beta f_y\right]
\]

The influence of concrete age on concrete Poisson’s ratio is very little according to Oluokun et al. [21] and Carmichael [22], so the concrete Poisson’s ratio can be determined by test results of hardened CFST column which is at the age of 28 days. To statistically obtain estimated values of \(A\), \(B\), and \(C\), standard regression analysis is carried out on the basis of a rich collection of test results from O'Shea et al. [3] and Kenji et al. [23]. Finally the values of the three constants are \(A = 2.0\), \(B = 0.01\), \(C = 0.2\) as showing Table 1 and the results agree well.
Table 1. Comparison of the Analytical and the Test Results

<table>
<thead>
<tr>
<th>Ref. No.</th>
<th>Numbering</th>
<th>Geometric parameters</th>
<th>material parameters</th>
<th>Ultimate force</th>
<th>ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>External diameter $D$/mm</td>
<td>Steel thickness $T$/mm</td>
<td>$f_y$/Mpa</td>
<td>$f_{ck}$/Mpa</td>
</tr>
<tr>
<td>1</td>
<td>S30CS50B</td>
<td>165</td>
<td>2.8</td>
<td>363.3</td>
<td>48.3</td>
</tr>
<tr>
<td>2</td>
<td>S20CS50A</td>
<td>190</td>
<td>1.9</td>
<td>256.4</td>
<td>41</td>
</tr>
<tr>
<td>3</td>
<td>S16CS50B</td>
<td>190</td>
<td>1.5</td>
<td>306.1</td>
<td>48.3</td>
</tr>
<tr>
<td>4</td>
<td>S12CS50A</td>
<td>190</td>
<td>1.1</td>
<td>185.7</td>
<td>41</td>
</tr>
<tr>
<td>5</td>
<td>S10CS50A</td>
<td>190</td>
<td>0.9</td>
<td>210.7</td>
<td>41</td>
</tr>
<tr>
<td>6</td>
<td>S30CS80A</td>
<td>165</td>
<td>2.8</td>
<td>363.3</td>
<td>80.2</td>
</tr>
<tr>
<td>7</td>
<td>S20CS80B</td>
<td>190</td>
<td>1.9</td>
<td>256.4</td>
<td>74.7</td>
</tr>
<tr>
<td>8</td>
<td>S16CS80A</td>
<td>190</td>
<td>1.5</td>
<td>306.1</td>
<td>80.2</td>
</tr>
<tr>
<td>9</td>
<td>S12CS80A</td>
<td>190</td>
<td>1.1</td>
<td>185.7</td>
<td>80.2</td>
</tr>
<tr>
<td>10</td>
<td>S10CS80B</td>
<td>190</td>
<td>0.9</td>
<td>210.7</td>
<td>74.7</td>
</tr>
<tr>
<td>11</td>
<td>S30CS10A</td>
<td>165</td>
<td>2.8</td>
<td>363.3</td>
<td>108</td>
</tr>
<tr>
<td>12</td>
<td>S20CS10A</td>
<td>190</td>
<td>1.9</td>
<td>256.4</td>
<td>108</td>
</tr>
<tr>
<td>13</td>
<td>S16CS10A</td>
<td>190</td>
<td>1.5</td>
<td>306.1</td>
<td>108</td>
</tr>
<tr>
<td>14</td>
<td>S12CS10A</td>
<td>190</td>
<td>1.1</td>
<td>185.7</td>
<td>108</td>
</tr>
<tr>
<td>15</td>
<td>S10CS10A</td>
<td>190</td>
<td>0.9</td>
<td>210.7</td>
<td>108</td>
</tr>
<tr>
<td>16</td>
<td>CC4-A-2</td>
<td>149</td>
<td>3</td>
<td>308</td>
<td>21.5</td>
</tr>
<tr>
<td>17</td>
<td>CC4-A-4-1</td>
<td>149</td>
<td>3</td>
<td>308</td>
<td>33.1</td>
</tr>
<tr>
<td>18</td>
<td>CC4-A-4-2</td>
<td>149</td>
<td>3</td>
<td>308</td>
<td>33.1</td>
</tr>
<tr>
<td>19</td>
<td>CC4-A-8</td>
<td>149</td>
<td>3</td>
<td>308</td>
<td>61.2</td>
</tr>
<tr>
<td>20</td>
<td>CC4-C-2</td>
<td>301</td>
<td>3</td>
<td>279</td>
<td>21.5</td>
</tr>
<tr>
<td>21</td>
<td>CC4-C-4-1</td>
<td>300</td>
<td>3</td>
<td>279</td>
<td>33.6</td>
</tr>
<tr>
<td>22</td>
<td>CC4-C-4-2</td>
<td>300</td>
<td>3</td>
<td>279</td>
<td>33.6</td>
</tr>
<tr>
<td>23</td>
<td>CC4-C-8</td>
<td>301</td>
<td>3</td>
<td>279</td>
<td>63.8</td>
</tr>
<tr>
<td>24</td>
<td>CC4-D-2</td>
<td>450</td>
<td>3</td>
<td>279</td>
<td>21.5</td>
</tr>
<tr>
<td>25</td>
<td>CC4-D-4-1</td>
<td>450</td>
<td>3</td>
<td>279</td>
<td>33.6</td>
</tr>
<tr>
<td>26</td>
<td>CC4-D-4-2</td>
<td>450</td>
<td>3</td>
<td>279</td>
<td>33.6</td>
</tr>
<tr>
<td>27</td>
<td>CC4-D-8</td>
<td>450</td>
<td>3</td>
<td>279</td>
<td>67.6</td>
</tr>
<tr>
<td>28</td>
<td>CC6-A-2</td>
<td>122</td>
<td>4.5</td>
<td>576</td>
<td>21.5</td>
</tr>
<tr>
<td>29</td>
<td>CC6-A-4-1</td>
<td>122</td>
<td>4.5</td>
<td>576</td>
<td>33.1</td>
</tr>
<tr>
<td>30</td>
<td>CC6-A-4-2</td>
<td>122</td>
<td>4.5</td>
<td>576</td>
<td>33.1</td>
</tr>
<tr>
<td>31</td>
<td>CC6-A-8</td>
<td>122</td>
<td>4.5</td>
<td>576</td>
<td>61.2</td>
</tr>
<tr>
<td>32</td>
<td>CC6-C-2</td>
<td>239</td>
<td>4.5</td>
<td>507</td>
<td>21.5</td>
</tr>
<tr>
<td>33</td>
<td>CC6-C-4-1</td>
<td>238</td>
<td>4.5</td>
<td>507</td>
<td>33.1</td>
</tr>
<tr>
<td>34</td>
<td>CC6-C-4-2</td>
<td>238</td>
<td>4.5</td>
<td>507</td>
<td>33.1</td>
</tr>
<tr>
<td>35</td>
<td>CC6-C-8</td>
<td>238</td>
<td>4.5</td>
<td>507</td>
<td>61.2</td>
</tr>
<tr>
<td>36</td>
<td>CC6-D-2</td>
<td>361</td>
<td>4.5</td>
<td>525</td>
<td>21.5</td>
</tr>
</tbody>
</table>
Thus, the composite strength of CFST column considering the age is simplified as shown in Eq.(20),
in which
\[ f_c(t) = \left[ 1 + \frac{\xi_c(t)}{2 + M} \right] \left[ (1 - \beta) f_c(t) + \beta f_y \right] \]

(20)

In practice, the range of steel grade is Q235 to Q420, and concrete is C30 to C80, the range of \( f_y / f_c(t) \) is 4.7 to 20.9. The range of steel ratio of CFST is from 0.04 to 0.2. Thus, the range of \( M \) is from 0.008 to 0.04 and \( 1/(2 + M) \approx 0.5 \). Also according to ACI209 [24], there is a relationship between the strength of hardened and hardening concrete,

\[ f_{ch} = 0.5 f_c(t) \]

(21)

\[ Q(t) = \frac{t}{4 + 0.85t} \]

(22)

Then, the composite strength of CFST column considering concrete age can be expressed as following,

\[ f_c(t) = \left[ 1 + \frac{0.5 \xi_c(t)}{1 + \xi_c(t)} \right] \left[ (1 - \beta) f_{ch} + \beta f_y \right] = \frac{Q(t) + 1.5 \xi_c^0}{1 + \alpha} f_{ch} \]

\[ \frac{t}{4 + 0.85t} + 1.5 \xi_c^0 \]

\[ f_{ch} \]

(23)

In which, \( \xi_c^0 = f_y / f_{ch} \), and \( f_{ch} \) is the strength of hardened concrete.
3. Experiments and FE Analysis

In order to validate the formula of composite strength of CFST column considering concrete age of different hardening time, experiments and FEM are used in this section.

3.1 FE Model of CFST Columns

The software Abaqus is adopted to establish the FE Model. In the model, the 8-node quadrilateral in-plane general purpose continuum shell element (SC8R) is used for the steel tube, and the 8-node linear brick element (C3D8R) is used for the concrete. The bilinear material model is adopted for the steel, with the tangent modulus being one percent of the Elastic Modulus of 206GPa. The material model of the concrete is the damaged plasticity (DP) model with dilation angle being 40°, and the strength of the concrete at different hardening time follows the curves proposed by Yi [25], as Eq. (24). Other material and geometrical parameters of the column are given in Table 2. According to the experimental specimen in Figure 2, the FE meshes of a typical CFST column are shown in Figure 3. It is assumed that the contact between the steel tube and the concrete is perfect. In order to study the convergent of the FEM model, different meshing schemes are tried which are listed in Table 3.

\[
f_c(t) = \frac{\beta_a (\varepsilon_c / \varepsilon_c')}{\beta_m - 1 + (\varepsilon_c / \varepsilon_c')^\beta_m} f_c'
\]  
(24)

\[
\beta_m = \beta_{m,a} = 1.02 - 1.17 \left( \frac{E_0}{E_c} \right)^{0.74}, \quad \varepsilon_c < \varepsilon_c'
\]  
(25)

\[
\beta_m = \beta_{m,d} = \beta_{m,a} + (a + bt), \quad \varepsilon_c \geq \varepsilon_c'
\]  
(26)

\[
a = (12.4 - 1.66 \times 10^{-2} f_{c,28})^{0.46}
\]  
(27)

\[
b = 0.83 \exp(-911 / f_{c,28})
\]  
(28)

Where,

\( t \) —— the age of concrete in day;

\( f_c(t), \varepsilon_c \) —— concrete stress and strain to be computed;

\( f_c', \varepsilon_c' \) —— maximum stress and corresponding strain of concrete at \( t \) days;

\( E_0 \) —— the secant modulus at the maximum stress, \( E_0 = f_c' / \varepsilon_c' \);

\( E_c \) —— elastic modulus of concrete;

\( \beta_{m,a} \) —— a parameter of concrete for the ascending branch;

\( \beta_{m,d} \) —— a parameter of concrete for the descending branch.
Figure 2. Experimental Specimens of CFST
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Figure 3. Finite Element Mesh of CFST Member
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Table 2. Geometry and Material Parameters of CFST Column

<table>
<thead>
<tr>
<th>$D$ (mm)</th>
<th>$T$ (mm)</th>
<th>$L$ (mm)</th>
<th>$f_y$ (MPa)</th>
<th>$f_{ck}$ (MPa)</th>
<th>$E_s$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>219</td>
<td>5.5</td>
<td>766</td>
<td>355</td>
<td>51.2</td>
<td>2.06e5</td>
</tr>
<tr>
<td>133</td>
<td>4.5</td>
<td>400</td>
<td>345</td>
<td>40.8</td>
<td>2.06e5</td>
</tr>
</tbody>
</table>

Table 3. The Ultimate Load of Different Meshing Scheme

<table>
<thead>
<tr>
<th>Model</th>
<th>N-Ring</th>
<th>N-Radius</th>
<th>N-Axial</th>
<th>E-Section</th>
<th>E-Total</th>
<th>N-3d (kN)</th>
<th>N-28d (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>12</td>
<td>2,3</td>
<td>18</td>
<td>56</td>
<td>1120</td>
<td>2240</td>
<td>2868</td>
</tr>
<tr>
<td>M2</td>
<td>12</td>
<td>3,4</td>
<td>18</td>
<td>68</td>
<td>1224</td>
<td>2256</td>
<td>2904</td>
</tr>
<tr>
<td>M3</td>
<td>16</td>
<td>3,4</td>
<td>18</td>
<td>96</td>
<td>1728</td>
<td>2285</td>
<td>2942</td>
</tr>
<tr>
<td>M4</td>
<td>20</td>
<td>3,4</td>
<td>18</td>
<td>104</td>
<td>1872</td>
<td>2358</td>
<td>2965</td>
</tr>
<tr>
<td>M5</td>
<td>24</td>
<td>3,4</td>
<td>18</td>
<td>132</td>
<td>2376</td>
<td>2372</td>
<td>2972</td>
</tr>
<tr>
<td>M6</td>
<td>28</td>
<td>3,4</td>
<td>18</td>
<td>160</td>
<td>2880</td>
<td>2377</td>
<td>2979</td>
</tr>
</tbody>
</table>

In Table 3, N-Ring, N-Radius, and N-Axial are the respective numbers of elements in the circumferential, radial, and axial directions. E-Section and E-Total are the total numbers of elements on a cross section and of the whole column, respectively. N-3d and N-28d are the ultimate axial loads of the column at the age of 3 and 28 days. It can be seen that when the element mesh is finer than M4, smaller difference between the different meshing schemes are observed. It is decided therefore that the mesh scheme M4 will be used in the following numerical simulations.
3.2 Validation of the Formula

Laboratory experiments had been carried out, as shown in Figures 2 and 4, and the specimen configuration details are specified in Table 2. The load bearing capacity experiments were taken at the concrete curing ages of 3, 7, 14, 21, 35 and 49 days.

The experimental results of the time-dependent elastic modulus of concrete at different ages are shown in Table 4. The comparison between equation results $N_e$, experimental results $N_l$ and FE results $N_f$ are showed in Table 5, 6 and Figure 5, 6. And the mean value is 0.945 and standard deviation is 0.06 which indicate the formula can predict well the composite strength of CFST columns by considering the variation of concrete curing age.
Table 4. Elastic Modulus of the Concrete at Different Age

<table>
<thead>
<tr>
<th>age(day)</th>
<th>3</th>
<th>7</th>
<th>14</th>
<th>21</th>
<th>28</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_c$ (MPa)</td>
<td>30680</td>
<td>32319</td>
<td>34053</td>
<td>35101</td>
<td>35905</td>
</tr>
</tbody>
</table>

Table 5. Further Comparisons of Analytical Results with the Tests Results

<table>
<thead>
<tr>
<th>No.</th>
<th>D/mm</th>
<th>T/mm</th>
<th>$f_y$/MPa</th>
<th>$f_{ck}$/MPa</th>
<th>$t$/day</th>
<th>$f_{sec}$/MPa</th>
<th>$N_c$/kN</th>
<th>$N_t$/kN</th>
<th>$N_c/N_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>219</td>
<td>5.5</td>
<td>355</td>
<td>22.626</td>
<td>3</td>
<td>72.21</td>
<td>2719</td>
<td>3368.3</td>
<td>0.807</td>
</tr>
<tr>
<td>2</td>
<td>219</td>
<td>5.5</td>
<td>355</td>
<td>34.754</td>
<td>7</td>
<td>83.15</td>
<td>3131</td>
<td>3484</td>
<td>0.999</td>
</tr>
<tr>
<td>3</td>
<td>219</td>
<td>5.5</td>
<td>355</td>
<td>43.497</td>
<td>14</td>
<td>91.04</td>
<td>3428</td>
<td>3572.7</td>
<td>0.959</td>
</tr>
<tr>
<td>4</td>
<td>219</td>
<td>5.5</td>
<td>355</td>
<td>47.478</td>
<td>21</td>
<td>94.63</td>
<td>3563</td>
<td>3797.7</td>
<td>0.938</td>
</tr>
<tr>
<td>5</td>
<td>219</td>
<td>5.5</td>
<td>355</td>
<td>51.230</td>
<td>35</td>
<td>98.02</td>
<td>3690</td>
<td>3694.7</td>
<td>0.999</td>
</tr>
<tr>
<td>6</td>
<td>219</td>
<td>5.5</td>
<td>355</td>
<td>53.025</td>
<td>49</td>
<td>99.64</td>
<td>3751</td>
<td>3802.3</td>
<td>0.987</td>
</tr>
<tr>
<td>7</td>
<td>133</td>
<td>4.5</td>
<td>345</td>
<td>28.704</td>
<td>7</td>
<td>87.92</td>
<td>1221</td>
<td>1276</td>
<td>0.956</td>
</tr>
<tr>
<td>8</td>
<td>133</td>
<td>4.5</td>
<td>345</td>
<td>40.80</td>
<td>53</td>
<td>101.3</td>
<td>1406</td>
<td>1447</td>
<td>0.972</td>
</tr>
</tbody>
</table>

Table 6. Further Comparisons of Analytical Results with FEM Results

<table>
<thead>
<tr>
<th>No.</th>
<th>D/mm</th>
<th>T/mm</th>
<th>$f_y$/MPa</th>
<th>$f_{ck}$/MPa</th>
<th>$t$/day</th>
<th>$f_{sec}$/MPa</th>
<th>$N_c$/kN</th>
<th>$N_f$/kN</th>
<th>$N_c/N_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>12</td>
<td>345</td>
<td>18.641</td>
<td>3</td>
<td>41.95</td>
<td>32930</td>
<td>43497</td>
<td>0.757</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>12</td>
<td>345</td>
<td>28.633</td>
<td>7</td>
<td>51.47</td>
<td>40402</td>
<td>49731</td>
<td>0.812</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>12</td>
<td>345</td>
<td>35.836</td>
<td>14</td>
<td>58.33</td>
<td>45789</td>
<td>52161</td>
<td>0.878</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>12</td>
<td>345</td>
<td>40.993</td>
<td>28</td>
<td>63.42</td>
<td>49781</td>
<td>54934</td>
<td>0.906</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>18</td>
<td>345</td>
<td>18.641</td>
<td>3</td>
<td>53.41</td>
<td>41923</td>
<td>51250</td>
<td>0.818</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>18</td>
<td>345</td>
<td>28.633</td>
<td>7</td>
<td>62.69</td>
<td>49213</td>
<td>57432</td>
<td>0.857</td>
</tr>
<tr>
<td>7</td>
<td>1000</td>
<td>18</td>
<td>345</td>
<td>35.836</td>
<td>14</td>
<td>69.39</td>
<td>54467</td>
<td>59979</td>
<td>0.908</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>18</td>
<td>345</td>
<td>40.993</td>
<td>28</td>
<td>74.42</td>
<td>58422</td>
<td>63839</td>
<td>0.915</td>
</tr>
<tr>
<td>9</td>
<td>1000</td>
<td>24</td>
<td>345</td>
<td>18.641</td>
<td>3</td>
<td>64.70</td>
<td>50789</td>
<td>58000</td>
<td>0.876</td>
</tr>
<tr>
<td>10</td>
<td>1000</td>
<td>24</td>
<td>345</td>
<td>28.633</td>
<td>7</td>
<td>73.76</td>
<td>57898</td>
<td>64098</td>
<td>0.903</td>
</tr>
<tr>
<td>11</td>
<td>1000</td>
<td>24</td>
<td>345</td>
<td>35.836</td>
<td>14</td>
<td>80.28</td>
<td>63023</td>
<td>66483</td>
<td>0.948</td>
</tr>
<tr>
<td>12</td>
<td>1000</td>
<td>24</td>
<td>345</td>
<td>40.993</td>
<td>28</td>
<td>85.29</td>
<td>66955</td>
<td>70591</td>
<td>0.948</td>
</tr>
<tr>
<td>13</td>
<td>1000</td>
<td>30</td>
<td>345</td>
<td>18.641</td>
<td>3</td>
<td>75.86</td>
<td>59553</td>
<td>64129</td>
<td>0.929</td>
</tr>
<tr>
<td>14</td>
<td>1000</td>
<td>30</td>
<td>345</td>
<td>28.633</td>
<td>7</td>
<td>84.69</td>
<td>66484</td>
<td>70131</td>
<td>0.948</td>
</tr>
<tr>
<td>15</td>
<td>1000</td>
<td>30</td>
<td>345</td>
<td>35.836</td>
<td>14</td>
<td>91.06</td>
<td>71480</td>
<td>72343</td>
<td>0.988</td>
</tr>
<tr>
<td>16</td>
<td>1000</td>
<td>30</td>
<td>345</td>
<td>40.993</td>
<td>28</td>
<td>96.03</td>
<td>75382</td>
<td>76533</td>
<td>0.985</td>
</tr>
<tr>
<td>17</td>
<td>1000</td>
<td>36</td>
<td>345</td>
<td>18.641</td>
<td>3</td>
<td>86.87</td>
<td>68195</td>
<td>69795</td>
<td>0.977</td>
</tr>
<tr>
<td>18</td>
<td>1000</td>
<td>36</td>
<td>345</td>
<td>28.633</td>
<td>7</td>
<td>95.48</td>
<td>74950</td>
<td>75706</td>
<td>0.990</td>
</tr>
<tr>
<td>19</td>
<td>1000</td>
<td>36</td>
<td>345</td>
<td>35.836</td>
<td>14</td>
<td>101.68</td>
<td>79819</td>
<td>77777</td>
<td>1.026</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>36</td>
<td>345</td>
<td>40.993</td>
<td>28</td>
<td>106.63</td>
<td>83702</td>
<td>81960</td>
<td>1.021</td>
</tr>
</tbody>
</table>
4. CONCLUSION

In the paper, an analytical solution was presented for composite strength of CFST columns considering the influence of concrete age of different hardening time. Bearing capacity experiments of CFST columns with different concrete age were conducted, and FM method was used to calculate the strength of CFST columns with different concrete aging time, steel ratio and concrete strength. Comparisons of composite strength between the formula, the experiment and the FE method results were made, which showed that the formula can predict the composite strength of CFST column well.

For the further work, it is needed to develop the formula of the stability property of CFST column considering the concrete age based on the one presented in this paper.
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ABSTRACT: For large-space steel structures in fire, an accurate temperature field model is essential to predict the temperature distribution for response analysis of the structure. Based on the field model theories of air thermodynamics and heat transfer, the combustion process and temperature distribution of large-space steel structures in fire were analyzed in this paper. The temperature field model of large-space fire, including fire source, smoke plume and smoke layers models, was established. Closed form formulas were developed to predict the air temperature, within its application limit, near the ceiling of large-space steel structures in fire. The accuracy of the formulas was verified by comparing with results obtained from numerical method based on field models. This research provides an important theoretical basis for further studying the behavior of large-space steel structures in fire.
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1. INTRODUCTION

Structures would be affected by fire, through energy transferred from uncontrolled combustion process. In large space fire, structures are firstly affected by heat from convection and radiation, and then the rise of structural temperature leads to additional thermal stresses due to boundary constraints and sharp decline of structural stiffness and strength. Under the influence of these combined actions and effect of materials in high temperature, structural damage or collapse may occur. One of the most significant preconditions of the whole process of analysis and design of large-space steel structures in fire is to establish an accurate temperature field model in fire to predict the temperature distribution in large structure.

Nowadays, researches on temperature field model are mostly focused on indoor small space fire, while studies on large space fire are not enough. Large space fire have many different attributes and features compared to indoor small space fire such as huge volume, higher space height, full combustion, faster air flow rate, larger heat distribution gradient, obvious local effects, and further distance from structural elements to fire source (Fan et al. [1]; Yu et al. [2]). Therefore, there may be great differences in the temperature field model for large and small space fire. Based on research findings by Li and Du [3], Xue et al. [4], Cooper [5] and Venkatasubbaiah and Jaluria [6], there are four available methods to establish air temperature field model in fire:

1. The standard ISO834 fire, which is mainly suitable for indoor small space or compartment fire.
2. Live fire test measuring method, which is mainly applicable to indoor large space fire. However, the testing is very rather costly, and the restricted test parameters often limit their applications.
3. Analysis method based on zone models, which tend to be more accurate for fire at the initial fire development stage. However as the fire develops into a more mature stage, calculation deviation tends to accumulate leading less accurate prediction of temperature field.
Numerical simulation method based on field models, which can accurately predict, in time and
space, air temperature rise in a large space fire. This method may provide reliable analysis of
temperature rise in structural members, and is applicable of capturing the entire process of
combustion for the purpose of structural analysis at elevated temperature.

On the basis of theories on combustion, fluids and heat transfer, the motion of hot smoke and heat
transfer of fire were analyzed in this paper, and the laws in combustion process were revealed. In
addition, a mathematical model of air temperature field in large space fire was built. Finally, closed
form formulas to predict the air temperature near the ceiling of large-space steel structures in fire
was proposed.

2. COMBUSTION CHARACTERISTICS OF LARGE SPACE FIRE

A large space fire mainly undergoes four phases of combustion: initial growth, full development,
stable burning and decay, among which the full development phase is the most important one as it
has a profound influence on the temperature distribution and response of structure in large space
fire. In this phase, as fire continues and flame height constantly increases, the hot air mixed with
carbon black produced during combustion continually rises under the action of buoyancy, and
forms a cylindrical smoke plume, as displayed in Figure 1. For large space fire which shows
tendency towards stabilization, its temperature field model mainly includes models of fire source,
smoke plume, and smoke layer.

2.1 Combustion Characteristics of Fire Source

Fire source is the only energy source in combustion process, and it exchanges heat with the air
primarily by means of convection and radiation. The total heat amount released from fire source is
the decisive factor of the temperature field.

The radiation heat generally comes from carbon black produced during combustion. In the initial
phase of combustion, there is only 10 percent of the total heat released from fire source, because of
relatively low indoor temperature. However, as temperature rises, and a large number of carbon
black has been produced, the maximum radiation heat can reach about 15% ~20% of the total heat
amount (Floyd et al. [7]; Chow and Yin [8]). In this paper, the radiation heat is taken as 20% of the
total heat, and the convective heat is regarded as 80% of the total heat. Assuming the total heat
amount released from fire source is \(Q\), the convective heat and radiation heat will be
\(Q_c\) and \(Q_r\) respectively, and then it is obvious that \(Q = Q_c + Q_r\), and \(Q_c = 0.8Q\).

2.2 Temperature Distribution of the Smoke Plume

As smoke plume rises, its volume expands by entraining surrounding cold air, pushing the
boundary layer outwards, as shown in Figure 2. Assuming that the indoor air is isotropic and the
fire source is axisymmetric, the smoke plume will be similar to an inverted axisymmetric cone. The temperature distribution of smoke plume can be described as follows: (1) the highest temperature always locate in the centre whatever the cross section, and it decreases gradually to the lowest (approximately equals to room temperature) in the boundary layer, as displayed in Figure 2 (a), and (2) along the vertical direction, the centreline temperature falls down gradually with the height increasing, as shown in Figure 2 (b).

In the process of combustion, the relevant parameters of smoke plume, such as flow rate, temperature, and the density distribution, can be accurately simulated through fluid theory. The precondition of forming a stable smoke plume in large space fire is that the ceiling has a certain height. For large-space steel structures, if the height of ceiling exceeds 10m an obvious smoke plume will be developed (Li and Du [9]; Huang and Wen [10]).

2.3 Temperature Distribution of Smoke Layer

After the rising smoke plume collides with the ceiling of a large-space steel structure, an impact area is firstly formed, as illustrated in Figure 3. Additionally, the smoke plume moves horizontally to two sides, and the smoke layer is formed. The smoke layer contains most of the convective heat released from the fire source. Therefore, for large-space steel structures, the temperature of structure and components are influenced by temperature distribution of the smoke layer directly. It is important to capture the temperature distribution of this smoke layer for the analysis of structural fire resistance.

The temperature distribution law in smoke layer can be described as follow (Shi et al. [11]; Cooper and Stroup [12-13]):

(1) The temperature declines step by step from the centreline of impact area to surrounding areas. The impact area exhibits great air temperature gradient along horizontal direction, and obvious local effects.

(2) As burning continues, the smoke layer accumulates more heat and increases its thickness gradually.

(3) For thickness direction of the smoke layer, the temperature falls down gradually as the height decreases, until it meets the indoor temperature.

(4) With heat release rate declining, the increment of temperature and thickness gradually drops, and the smoke layer comes to be stable.

Figure 3 illustrates the temperature distribution of the smoke layer at the ceiling of large-space steel structures.
3. TEMPERATURE FIELD MODEL OF LARGE SPACE FIRE

3.1 Model of Fire Source

The fire source model is defined as the relationship between the heat release rate and the burning time. The crucial parameters include the fire load density, the burning rate of the fire source, the maximum heat release rate, the burning area, the flame height, and the burning time. However, the complex combustion process with great randomness in variety, mass, and distribution of the combustibles, makes it difficult to determine the fire source model, and parameters precisely. Nowadays, the method combines mathematical statistics with experimental research is widely adopted by researchers in this field.

3.1.1 Fire load density

Fire load density \( q_f \) is defined as the heat released by the fire source per unit burning area per unit time, which depends on the variety, mass and distribution of the combustibles. Relevant statistical analysis of fire date by Harmathy [14], Anon [15], and Vrouwenvelder [16] revealed that there is a great difference in the value of fire load density for various building functions, such as residence, office, and school, in different countries.

Sunil and Kameswara [17] prescribed that the fire load density could be taken as \( q_f = 500 \text{kJ/m}^2 \) for malls and other public places, as well as warehouses of supermarkets. The large space structures studied in this paper are public buildings for commercial use, so the fire load density is chosen as \( q_f = 500 \text{kJ/m}^2 \).

3.1.2 Burning rate of the fire source

The burning rate of the fire source reveals the relationship between heat release rate of the fire source and burning time, which depends on the variety of combustibles and the indoor ventilation conditions. Considering large space fire, the heat release rate of the fire source is basically proportional to the square of burning time (Harmathy and Mehaffey [18]), expressed by

\[
Q(t) = \begin{cases} 
\alpha t^2 & 0 < t \leq t_p \\
Q_{\text{max}} & t > t_p 
\end{cases}
\]

where \( Q(t) \) is the heat release rate of the fire source at a certain time (MW), \( Q_{\text{max}} \) is the maximum heat release rate of the fire source (MW), \( \alpha \) is the increasing coefficient of the heat...
release rate \((\text{kW/s}^2)\), which is determined according to the fire growth rate in Table 1, and \(t\) is the burning time (s); \(t_p = \sqrt{Q_{\text{max}} / \alpha}\) is the time of the heat release rate reaching the maximum value(s).

Table 1. Increasing Coefficient of Heat Release Rate \(\alpha\) (\(\text{kW/s}^2\))

<table>
<thead>
<tr>
<th>Burning rate of the fire source</th>
<th>Slow</th>
<th>Medium</th>
<th>Fast</th>
<th>Very fast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient (\alpha)</td>
<td>0.002931</td>
<td>0.011270</td>
<td>0.046890</td>
<td>0.187800</td>
</tr>
</tbody>
</table>

### 3.1.3 Maximum heat release rate

The maximum heat release rate \(Q_{\text{max}}\) is influenced by the variety of combustibles, the building function, and the fire-fighting facilities. In this paper, based on the research findings from She [19], the values of \(Q_{\text{max}}\) are taken as 5MW, 10MW, 15MW, 20MW, 25MW respectively which corresponding to different building enclosures as illustrated in Table 2.

Table 2. Maximum Heat Release Rate for Different Building Enclosures

<table>
<thead>
<tr>
<th>Values of (Q_{\text{max}})</th>
<th>Fire severity</th>
<th>Fire-fighting facility</th>
<th>Building Enclosures</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MW</td>
<td>Mild</td>
<td>With sprinkler</td>
<td>Waiting room, gymnasium and other public buildings</td>
</tr>
<tr>
<td>10 MW</td>
<td>Medium</td>
<td>No sprinkler</td>
<td>Waiting room, gymnasium and other public buildings</td>
</tr>
<tr>
<td>15 MW</td>
<td>Relatively severe</td>
<td>With sprinkler</td>
<td>Shopping malls, supermarkets, warehouses, libraries and other large space buildings</td>
</tr>
<tr>
<td>20 MW</td>
<td>Severe</td>
<td>No sprinkler</td>
<td>Shopping malls, supermarkets, warehouses, libraries and other large space buildings</td>
</tr>
<tr>
<td>25 MW</td>
<td>Extremely severe</td>
<td>—</td>
<td>large-space steel structures that contain a large number of flammable and explosive chemicals</td>
</tr>
</tbody>
</table>

### 3.1.4 Burning area and flame height

The spread of the burning surface is affected by many factors with certain randomness. In order to simplify the calculation, it is assumed that the boundary of the fire source in large space fire advances to all directions at the same rate, and the burning surface has the same heat release rate. Therefore, the shape of the fire source model can be regarded as an axisymmetric cone [20], which is shown in Figure 4. The burning area and the flame height per unit time can be obtained as

\[
A = \pi(D/2)^2 = Q(t)/q_v ; \quad L = 0.235Q(t)^{2/5} - 1.02D
\]

where \(A\) is the burning area of the fire source per unit time \((\text{m}^2)\); \(D\) is the diameter at the bottom of the fire source model per unit time \((\text{m})\); \(L\) is the flame height per unit time \((\text{m})\); \(t\) represents the burning time, which is taken as 1s.
When the maximum heat release rate is reached, for example, \( Q(t) = Q_{\text{max}} \), \( A \) and \( L \) for different fire scenarios can be obtained from Eq. 2.

### 3.1.5 Burning duration

The burning duration \( t_m \) is defined as the total time taken from the initiation of the fire to its natural extinguishment, as shown in Figure 5 (a).

Based on the principle of energy conservation, the total amount of heat released from the fire source should be equal to the integral of the heat release rate \( Q(t) \) throughout the burning duration, which is demonstrated as the shaded area in Figure 5 (a). In order to simplify calculation, the descending curve in the extinguishing phase may be approximated by an equivalent vertical line according to the conservation of the total heat, as shown in Figure 5 (b).

From Figure 5 (b), the total amount of heat \( J \) released from the fire source can be derived by solving the integral of Eq. 3.

\[
J = q_F A = \int_0^{t_m} Q(t) dt = \int_0^{t_p} \alpha t^2 dt + \int_{t_p}^{t_m} Q_{\text{max}} dt = \alpha t_p^3 / 3 + Q_{\text{max}} (t_m - t_p) \tag{3}
\]

in which

\[
t_m = t_p + (q_F A - \alpha t_p^3 / 3) / Q_{\text{max}} \tag{4}
\]

where \( A = \sum_i (m_i q_i) / q_F \) is the equivalent area after normalizing the heat release rate of all combustibles according to \( q_F \); \( m_i \) and \( q_i \) are, respectively, the total mass of the \( i \) type of combustibles (kg), and the heat release rate per unit mass (kJ/kg).
Based on the test data from Chow et al. [21] and William [22], for large space fire the total mass of combustibles ranges from 200 to 2000 kg and the average heat release rate per unit mass is approximately $25 \times 10^3$ kJ/kg. In addition, corresponding to five values of $Q_{\text{max}} = 5\text{MW}, 10\text{MW}, 15\text{MW}, 20\text{MW},$ and $25\text{MW}$, the burning duration $t_m$ for different mass of combustibles and different fire growth rates can be calculated from Eq. 4. The calculation results are shown in Figure 6.

The results in Figure 6 demonstrate that the burning duration $t_m$ would rarely exceed 80 minutes (see curves of FS-10, VS-25 and so on), if the total mass of combustibles is lower than 2000kg. Only when the value of $Q_{\text{max}}$ is 5MW, and the mass of combustibles exceeds 1400kg, the burning duration $t_m$ can reach and even more than 120 minutes (see curves of SS-5, MS-5, FS-5, and VS-5). Therefore, it is proposed that the burning duration of large space fire can be taken conservatively as $t_m = 120\text{min}$. 

3.2 Model of Smoke Plume

The smoke plume model mainly depends on the distribution in time and space of flow rate, density, temperature, and other state parameters of the smoke, as shown in Figures 7 (a) to (c). According to previous discussion, the shape of the smoke plume is similar to an inverted axisymmetric cone, and thus its motion equation can be derived with the cylindrical coordinates system. The rising direction and the radial direction of smoke plume are assumed as the $z$ and $r$ axis respectively, and the corresponding flow rates to two axes are $u$ and $v$ separately. Based on the principles of mass conservation (the continuity equation), momentum conservation (the motion equation), and energy conservation (the energy equation) of the smoke plume, the differential equations of smoke plume are obtained as follows (Motevalli [23]; Zukoski et al. [24]).

![Figure 6. The Burning Duration of Fire $t_m$](image)

(SS represents slow, MS represents the medium, FS represents fast, VS represents very fast, as shown in Table 1)
Continuity equation: \[ \frac{\partial u}{\partial z} + \frac{\partial v}{\partial r} + \frac{v}{r} = 0 \] (5a)

Motion equation: 
\[ \frac{u}{z} + v \frac{\partial \rho}{\partial r} = -g - \frac{1}{\rho} \frac{\partial p}{\partial z} - \frac{1}{r} \frac{\partial}{\partial r} \left( ruv \right) \] (5b)

Energy equation: 
\[ \frac{u}{z} + v \frac{\partial T}{\partial r} = -\frac{1}{r} \frac{\partial}{\partial r} \left( ru \Delta T \right) , \quad \frac{\partial \Delta \rho}{\partial z} + v \frac{\partial \Delta \rho}{\partial r} = -\frac{1}{r} \frac{\partial}{\partial r} \left( ru \Delta \rho \right) \] (5c)

where \( \Delta T = T_a - T \), \( \Delta \rho = \rho_a - \rho \).

Considering a unit volume of the smoke along the symmetry axis, the differential equations are solved with boundary conditions and assumptions. The air temperature \( T_m \) along the centreline of the smoke plume can be expressed as (Gershuni et al. [25]):

\[ T_m = T_a + 11.21 \times V_0^{2/3} \left( \rho_a - \rho_0 \right) g \left( \rho_a \right)^{-3/2} z^{-5/3} \left( T_0 - T_a \right) \] (6)

where \( T_m \) is the air temperature at the point where the vertical distance along the centreline is \( z \) from the fire source (°C); \( T_0 \)  is the air temperature of the burning surface (°C); \( T_a \) is the indoor temperature (°C); \( \rho_a \) and \( \rho_0 \) are, respectively, the density of the surrounding air, and the initial density of the burning surface (kg/m³); \( g \) is the acceleration of gravity (m/s²); \( V_0 \) is the volume flux across a certain cross section of the smoke plume.

Assuming that the heat release rate on the burning surface is evenly distributed, the rising velocity, density, and temperature of the surrounding air would also approximately follow uniform distribution, as demonstrated in Figures 8(a) to (c). Ignoring the influence of the sudden change of the parameters around the circumference of the burning surface, the following formula can be obtained.

\[ Q_c = q \Delta t = c_p m_0 \left( T_0 - T_a \right) \] (7)

where \( Q_c \) is the convective heat release rate of the fire source; \( \Delta t \) is the time duration of the heating process; \( c_p \) is the coefficient of the specific heat at constant pressure for air; \( m_0 \) is the mass of the heated air, and \( q \) is the heat release rate of the fire source per unit area.
It can be obtained from Figure 8(a) that 
\[ m_0 = \pi b_0^2 u_0 \Delta t \rho_0, \quad V_0 = \pi b_0^2 u_0. \] 
Introducing them into Eq. 7, the following relationship can be obtained:

\[ q = c_p \pi b_0^2 u_0 \rho_0 (T_0 - T_a), \quad V_0 = q / c_p \rho_0 (T_0 - T_a) \]  
(8)

Introducing Eq. 8 into Eq. 6, the following formula can be derived.

\[ T_m = T_a + 11.21 \times \left[ \frac{\rho_0 (T_0 - T_a)}{g c_p^2 \rho_0^2 \rho_a - \rho_0} \right]^{1/3} q^{2/3} z^{-5/3} \]  
(9)

Introducing a virtual temperature source, which is demonstrated in Figure 9, the burning area can be extended from a unit area to the whole surface. Therefore, replacing the heat release rate per unit area \( q \) with the total heat release rate \( Q_c \) in Eq. 9, the air temperature can be expressed as:

\[ T_m = T_a + 11.21 \times \left[ \frac{\rho_0 (T_0 - T_a)}{g c_p^2 \rho_0^2 \rho_a - \rho_0} \right]^{1/3} Q_c^{2/3} (z + z_0)^{-5/3} \]  
(10)

where \( z_0 \) is the vertical distance between the virtual temperature source and the fire source. Using Eq. 10 and \( T_m = T_0 \), the position of the virtual temperature source is expressed by

\[ z_0 = 4.26 \times \left[ \frac{\rho_0 Q_c^2}{g c_p^2 \rho_0^2 \rho_a - \rho_0 (T_0 - T_a)} \right]^{1/5} \]  
(11)
According to the parameter changes with temperature of thermal physical properties of air at normal pressure, and the burning test results of different combustibles (Guan[26]), the flame temperature of most fibrous combustibles is 1200°C. Therefore introducing $T_0 = 1200°C$, $\rho_0 = 0.2322 \text{ kg/m}^3$, $\rho_s = 1.1614 \text{ kg/m}^3$, $c_p = 1.230 \text{ kJ/m}^3$, $T_s = 23°C$, $g = 9.8 \text{ m/s}^2$, and $Q_c = 0.8Q$ into Eq. 10 and 11, the following formulas can be obtained.

$$T_m = T_s + 119.15 \times Q^{2/3}(z + z_0)^{-5/3}$$  \hspace{0.5cm} (12a)

$$z_0 = 0.25Q^{2/5}$$  \hspace{0.5cm} (12b)

Based on the similarity principle of the smoke plume model (Fang et al. [27]), the distribution of temperature difference can be described as follow.

$$\Delta T / \Delta T_m = (T_r - T_s) / (T_m - T_s) = \exp[-Pr(r/b)^2]$$  \hspace{0.5cm} (13)

where $T_r$ is the air temperature of the smoke plume (°C); $Pr$ is the Prandtl number of air, which may be taken as 0.72 according to Guan [26]; $b$ is the half width of the temperature field at the position where the vertical distance is $z$ from the fire source, $b = 0.102 \times (z + z_0)$. Introducing Eq. 12a into Eq. 13 yields:

$$T_r = T_s + \exp[-67.28 \times r^2/(z + z_0)^2] \times [119.15 \times Q^{2/3}(z + z_0)^{-5/3}]$$  \hspace{0.5cm} (14)

By varying the total heat release rate $Q_c$ as 5MW, 10MW, 15MW, 20MW, and 25MW, and the vertical height $z$ from 0 to 20m, air temperature of the smoke plume $T_m$ along the centreline of the fire source can be obtained from Eq. 12a and Eq. 12b and they are plotted in Figure 10. Figure 11 plots the results of the radical temperature profile of the smoke plume using Eq. 14.

![Figure 10. $T_m - z$ Curves of Smoke Plume along the Centreline of Fire Source](image-url)
According to Eq. 15a and Eq. 15b, the maximum centreline flow rate of the hot air $u_m$ can be solved.

$$v_n^2 - v_{n-1}^2 = 2a_m \Delta h$$

$$v_n = v_{n-1} + a_m \Delta t$$

where $v_n$ and $v_{n-1}$ is the flow rates of air at different heights of the smoke plume; $\alpha_m$ is the rising acceleration of the smoke plume; $\Delta h$ and $\Delta t$ are, respectively, the height step, and the time step for iteration.

Considering the value of total heat release rate $Q_c$ as 5MW, 10MW, 15MW, 20MW, and 25MW respectively, and the vertical height $z$ ranges from 0 to 20m, based on Eq. 15a and Eq. 15b, the maximum centreline flow rate $u_m$ of the hot air in the smoke plume can be solved with iteration method, as displayed in Figure 12.

The curves in Figure 12 demonstrate that $u_m$ is basically in linear relationship with the logarithm of height $z$. With data fitting, as displayed in Figure 12, the maximum flow rate $u_m$ can be expressed as follows.

$$u_m = C_1 \ln z + C_2$$

where $C_1$ and $C_2$ are the fitting coefficients, their values are demonstrated in Table 3.
Based on the similarity principle of the smoke plume model (Harmathy and Mehaffey [18]), the following formula can be obtained.

\[ \frac{u}{u_m} = \exp[-(r/b)^2] \]

where \( u \) represents the air flow rate of the smoke plume at a certain time.

Introducing Eq. 16 into Eq. 17, solving the integral, the relationship between \( \pi \) and \( u_m \) along the centreline can be expressed as

\[ \pi = \frac{1}{\pi b^2} \int_0^{2\pi} \int_0^b u_m \exp(-r^2/b^2) r dr dz = (1 - e^{-1}) u_m = (1 - e^{-1}) (C_1 \ln z + C_2) \]

3.3 Model of Smoke Layer

In large space fire, the hot air flow is primarily divided into three areas: the smoke plume area, the impact area, and the ceiling jet area, which are demonstrated in Figure 13. In area A, the flow characteristics and the temperature distribution are detailed in section 3.2. In area B, the motion direction of the smoke plume changes significantly, which creates certain pressure gradients. The smoke in the top of this area flows nearly parallel to the ceiling. In area C, the hot smoke continually diffuses to surrounding areas from the centreline of the fire source as the circle centre.

3.3.1 Air temperature distribution of impact area

The temperature, flow rate, density, and pressure of the hot smoke change significantly in the impact area. According to the test results of inverted axisymmetric smoke layer in large space fire from Beltao and Rajaratnam [28], the range of the impact area in large space fire is about \( 0.86H \leq z \leq H \), in which \( H \) is the distance between the burning surface and the ceiling, as shown in Figure 1.

According to Figure 14, assuming a micro unit of the hot smoke along the centreline, the pressure difference \( \Delta p \) between the upper and lower surfaces in the impact area can be derived as:

\[ \Delta p = p_s - p_n = 0.2 (\rho_n - \rho) g H + 0.5 \rho u_0^2 \]

where \( p_s \) is the pressure at the stagnation point in the impact area; \( p_n \) is the pressure at the bottom of the impact area; \( \rho_n \) is the indoor air density; \( \rho_0 \) is the air density at the bottom of the impact area; \( u_0 \) is the maximum centreline flow rate of the hot air at the bottom of the impact area.
According to the parameter changes with temperature of thermal physical properties of air (Guan [26]), it can be fitted that \( \rho \approx 356/T_{0.86H} \). Using formula (12a), (12b), and (16), \( T_{0.86H}, z_0, u_0, \) and \( \rho \) can be obtained. Substituting these into Eq. 19, the curves of the pressure difference \( \Delta p \) for different heat release rates \( Q_c \) can be obtained, as shown in Figure 15.

In the impact area, because the hot air entrains little cold air, its density barely changes, and the temperature is approximately proportional to the pressure. \( \Delta p - z \) Curves in Figure 15 point out that the pressure difference \( \Delta p \) of the hot air at the stagnation point is below \( 100 \text{ N/m}^2 \), and the relative value \( \Delta p/p_s = 100/(1.0 \times 10^5) = 0.1\% \) is small. Therefore the influence of the pressure on the temperature is not significant. According to Eq. 12a, the air temperature at the stagnation point near the ceiling can be expressed by relationship.

\[
T_H = T_{0.86H} = T_a + 119.15 \times Q_c^{2/3} (0.86H + z_0)^{-5/3}
\]

According to the test results from (Beltao and Rajaratnam [28], the air pressure near stagnation point can be approximately described by:

\[
\frac{\Delta p}{\Delta p_s} = \exp\left[-0.693\left(\frac{r}{b}\right)^2\right]
\]

Because of the proportional relationship of air temperature with pressure in the impact area, the temperature distribution near the stagnation point can be expressed as:

\[
\frac{(T_c - T_s)}{(T_H - T_s)} = \exp\left[-0.693\left(\frac{r}{b}\right)^2\right]
\]
Introducing Eq. 20 into Eq. 22, the air temperature in the impact area can be obtained as

\[
T_r = T_a + \exp \left[ -0.693 \left( \frac{r}{b} \right)^2 \right] \times 119.15 \times Q_c^{2/3} (0.86H + z_0)^{-5/3}
\]  

(23)

where \( r \) is the horizontal distance from a certain point near the ceiling to the centreline of the fire source; \( b = D(z + z_0)/2z_0 \) is the half width of the temperature field in the impact area; \( D \) is the diameter of the fire source; \( z_0 \) is the vertical distance between the virtual temperature source and the fire source; \( T_a \) is the indoor temperature.

### 3.3.2 Air temperature distribution of ceiling jet area

Taking the radius of burning zone \((r = 0.5D)\) as the demarcation point of impact area and ceiling jet area, Eq. 22 takes the following form.

\[
\frac{(T_{D/2} - T_a)/(T_H - T_a)}{(T_{D/2} - T_a)} = \exp \left[ -0.693 \left( \frac{0.5D}{b} \right)^2 \right] = \exp \left[ -0.693z_0^2/\left( z + z_0 \right)^2 \right]
\]

(24)

Considering the similarity principle of smoke plume model, the temperature difference in ceiling jet area can also be described as:

\[
(T_r - T_a)/(T_{D/2} - T_a) = \exp \left[ -(u_m^2/u_{D/2}^2)^{1.12Pr} \right] = \exp \left[ -(r - 0.5D)/(0.5D) \right]^{2.24Pr}
\]

(25)

Letting Prandtl constant as \( Pr \approx 0.72 \), Eq. 24 multiplied by Eq. 25 yields

\[
(T_r - T_a)/(T_H - T_a) = \exp \left[ -(r - 0.5D)^{1.6} / (0.5D)^{1.6} - 0.693z_0^2/\left( z + z_0 \right)^2 \right]
\]

(26)

Introducing Eq. 20 into Eq. 26, the air temperature in ceiling jet area can be obtained as

\[
T_r - T_a = \exp \left[ -(r - 0.5D)^{1.6} / (0.5D)^{1.6} - 0.693z_0^2/\left( z + z_0 \right)^2 \right] \times 119.15 \times Q_c^{2/3} (0.86H + z_0)^{-5/3} \quad r > 0.5D
\]

(27)

### 3.3.3 Temperature distribution of smoke layer

Eq. 23 may be used for calculating the air temperature in the impact area, and Eq. 27 is for calculating the air temperature in the ceiling jet area. Combining Eq. 23 with Eq. 27, the air temperature of the smoke layer in large space fire can be obtained.

\[
T_r - T_a = \begin{cases} 
\exp \left[ -(r - 0.5D)^{1.6} / (0.5D)^{1.6} - 0.693z_0^2/\left( z + z_0 \right)^2 \right] \times 119.15 \times Q_c^{2/3} (0.86H + z_0)^{-5/3} & r > 0.5D \\
-0.693z_0^2/\left( z + z_0 \right)^2 \times 119.15 \times Q_c^{2/3} (0.86H + z_0)^{-5/3} & r \leq 0.5D 
\end{cases}
\]

(28)

Figures 16(a) and 16(b) display the air temperature distribution of the smoke layer when the value of heat release rate \( Q_c \) is 5MW and 20MW respectively. For the ceiling height \( H = 10m \), and different \( Q_c \) values of 5MW, 10MW, 15MW, 20MW, and 25MW, the radial air temperature profile of the smoke layer is plotted as shown in Figure 17. In addition, for \( H = 10m \) and \( Q_c = 20MW \), the vertical air temperature profile for different distances from centreline is shown in Figure 18.
Figure 16. Radial Air Temperature Profile of Smoke Layer

Figure 17. Radial Air Temperature Profile of Smoke Layer for Different Heat Release Rates

Figure 18. Vertical Air Temperature Profile of Smoke Layer at Distance $r$ from Centreline

$H = 10m$
Figure 18 shows that with the increasing time of fire, the hot smoke will accumulate in the upper space, and the smoke layer will be thicken ceaselessly.

4. CALCULATION OF AIR TEMPERATURE NEAR THE CEILING OF LARGE SPACE

4.1 Modified Temperature Model in Smoke Layer

Eq. 28 describes the air temperature distribution in the smoke layer near the ceiling of large space based on the assumption that the indoor space of large space structures is infinite. However, since most large space fire occurs in a limited space, the air temperature distribution in the smoke layer will be affected by the following three factors (Bai et al. [29]; Jin et al. [30]). (1) Limited space: since walls and other surfaces in limited space block the flow of the hot smoke, the smoke will continually accumulate near the top of the indoor space, and affect the temperature distribution. (2) Time lag: due to the large volume of the indoor space, time is needed for the rising of hot air from the fire source to the ceiling, leading to obvious time lag phenomenon in temperature field of smoke layer. (3) Temperature uniformity degree: limited by walls and other surfaces, back flow and convection of hot smoke will take place in smoke layer, in this sense, cold air and hot air mix constantly, which averages and uniformizes the air temperature near the ceiling. The influences of the three factors on the air temperature near the ceiling of large-space steel structures will be discussed in the following sections.

4.1.1 Coefficient of limited space

In Reference 3, the simulation software FDS of temperature field was applied to analyze a series of fire scenarios with different indoor areas, and different ceiling heights in large space. Considering the air temperature at the stagnation point near the ceiling, Table 4 shows the relevant experimental results in detail.

| Height of ceiling | 
|------------------|------------------|------------------|
| Indoor area A (m²) | Qc = 5MW | Qc = 25MW |
| H (m) | 4 | 6 | 9 | 12 | 15 | 20 | 4 | 6 | 9 | 12 | 15 | 20 |
| 500 | 603 | 573 | 573 | 573 | 553 | 463 | 1153 | 1063 | 1053 | 1053 | 1053 | 913 |
| 1000 | 503 | 503 | 503 | 483 | 443 | 423 | 1103 | 973 | 933 | 903 | 883 | 853 |
| 3000 | 503 | 453 | 413 | 413 | 403 | 393 | 933 | 903 | 803 | 753 | 723 | 623 |
| 6000 | 433 | 413 | 393 | 383 | 373 | 353 | 833 | 813 | 753 | 683 | 653 | 613 |

When the indoor area is 6000 m², the indoor space is large enough to be supposed as an infinite space. Therefore, for 6000 m² in Table 4, dividing the experimental results by those respectively, the ratio (the coefficient of limited space γs) of the air temperature at the stagnation point in limited space to infinite space could be obtained in detail in Table 5.

Table 5 demonstrates that the coefficient of limited space γs mainly depends on the indoor area, the height of ceiling, and the heat release rate. For small indoor area, γs → ∞; while for infinite space, γs → 1.0. Fitting the data in Table 5, as displayed in Figures 19 (a) and (b), the coefficient of limited space γs can be approximately expressed as:
\[ \gamma_s = 1 + Q_c^{0.2} \exp\left(-0.1A^{0.5}/H^{0.3}\right) \]  

(29)

The curves in Figures 19 (a) and (b) shows the relationships between the coefficient \( \gamma_s \) with the indoor area \( A \), ceiling height \( H \), and heat release rate \( Q_c \). For regular structure fire, when heat release rate \( Q_c \leq 25 \text{MW} \), and indoor area is about 4000 m\(^2\), the influence of limited space on the increasing of temperature is less than 10%.

### 4.1.2 Coefficient of time lag

The air temperature basically increases basically with the burning time. For large space fire, the coefficient of time lag \( \gamma_t \) is defined as the degree of the air temperature increase lagging behind the growth of heat release rate, which is expressed by the following formula (Li and Du [3]).

\[ \gamma_t = 1 - 0.8 \exp\left(-\mu t\right) - 0.2 \exp\left(-0.1\mu t\right) \]  

(30)

where \( t \) is the burning duration; \( \mu \) is the coefficient, which depends on the fire growth rate, the maximum heat release rate, the height of ceiling, and the indoor area. As the large space fire in public structures is rapid growth type, \( \mu \) takes the values in Table 6.

<table>
<thead>
<tr>
<th>Maximum heat release rate ( Q_c )</th>
<th>5MW</th>
<th>10MW</th>
<th>15MW</th>
<th>20MW</th>
<th>25MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient ( \mu )</td>
<td>0.0030</td>
<td>0.0024</td>
<td>0.0020</td>
<td>0.0018</td>
<td>0.0016</td>
</tr>
</tbody>
</table>
4.1.3 Coefficient of temperature uniformity degree

The coefficient \( \gamma_a \) represents the temperature uniformity degree, and \( f(r) \) describes the temperature distribution of air flow near the ceiling of an infinite space. According to Eq. 28, considering the temperature uniformity degree, the air temperature near the ceiling can be described as follows.

\[
T_r - T_a = \left[ \gamma_a + (1 - \gamma_a) f(r) \right] \times 119.15 \times Q_c^{2.3} (0.86H + z_0)^{5/3}
\]

(31)

\[
f(r) = \begin{cases} 
\exp\left[-0.693(r/b)^2\right] & r \leq 0.5D \\
\exp\left[-\left(r - 0.5D\right)^{1.6}/(0.5D)^{1.6} - 0.693z_0^2/(z + z_0)^2\right] & r > 0.5D
\end{cases}
\]

(32)

According to Eq. 31, for \( t = 0 \), \( \gamma_a = 0 \); for \( t \to \infty \), \( \gamma_a = 1 \).

Li and Du [3] carried out numerical simulation using FDS software for 120 cases of fire scenarios and provides the coefficient of temperature uniformity degree \( \gamma_a \) for different heat release rates, different ceiling heights, and different indoor areas, as detailed in Table 7.

According to Table 7, it can be concluded that, based on the same burning duration, larger indoor area will lead to smaller the coefficient \( \gamma_a \). Higher the ceiling leads to larger \( \gamma_a \) value; and the larger the heat release rate leads to the smaller coefficient \( \gamma_a \). In addition, among the three factors, the indoor area \( A \) has the most influence on coefficient \( \gamma_a \), and the height of ceiling \( H \) has the second most influence, the heat release rate \( Q_c \) has the least influence and hence it is ignored in this paper.

<table>
<thead>
<tr>
<th>( H ) (m)</th>
<th>( Q_c = 2\text{MW} )</th>
<th>( Q_c = 5\text{MW} )</th>
<th>( Q_c = 25\text{MW} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A ) (m²)</td>
<td>500</td>
<td>1000</td>
<td>3000</td>
</tr>
<tr>
<td>4</td>
<td>0.60</td>
<td>0.40</td>
<td>0.30</td>
</tr>
<tr>
<td>6</td>
<td>0.60</td>
<td>0.50</td>
<td>0.40</td>
</tr>
<tr>
<td>9</td>
<td>0.65</td>
<td>0.55</td>
<td>0.45</td>
</tr>
<tr>
<td>12</td>
<td>0.70</td>
<td>0.60</td>
<td>0.45</td>
</tr>
<tr>
<td>15</td>
<td>0.80</td>
<td>0.70</td>
<td>0.55</td>
</tr>
<tr>
<td>20</td>
<td>0.85</td>
<td>0.70</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Fitting the data in Table 7, as displayed in Figure 20, coefficient \( \gamma_a \) can be expressed as follows:

\[
\gamma_a = 1 - \exp\left(-0.00121t\sqrt{H/A}\right)
\]

(33)

where \( A \) is the indoor area of large space (m²); \( H \) is the ceiling height (m).
4.2 Prediction of Air Temperature Near the Ceiling of Large Space

Introducing the coefficient of temperature uniformity degree $\gamma_a$, and time lag $\gamma_t$ into Eq. 31, a precise formula for calculating the air temperature near the ceiling of large space can be obtained.

$$T_t - T_a = \gamma_t \gamma_a \left[ (1 - \gamma_a) f(r) \right] \left[ 119.15 \times Q_c^{2/3} \left( 0.86 H + 0.25 Q_c^{2/3} \right)^{5/3} \right]$$

where the coefficient $\gamma_a, \gamma_t, f(r)$ and $\gamma_t$ are determined by Eq. 29, 30, 32 and 33 respectively.

4.3 Accuracy of the Formula Proposed and Its Limitations

Li and Du [3] recommended a formula for calculating the air temperature near the ceiling of large space structure in fire as

$$T(x,z,t) - T_0(0) = T_s \left[ 1 - 0.8 \exp(-\beta t) - 0.2 \exp(-0.1 \beta t) \right] \left[ \eta + (1 - \eta) \exp(-r/b) \right]$$

where $T_0(0)$ is the initial indoor temperature; $t$ is burning duration; $r$ is the horizontal distance from the fire source; $z$ is the vertical distance from the fire source; $T_s, \beta, \eta, b, \mu$ are parameters depending on the fire growth type and the position of the fire source, which can be obtained from She [19].

In order to verify the accuracy of the calculation formula proposed in this paper, according to Eq. (34), and (35), the temperature is calculated respectively for different heat release rates, indoor areas, and ceiling heights. The results of comparative analysis would be discussed in this paper.

4.3.1 $Q_c$ is constant, changing $A$ and $H$

Changing indoor area $A$ and ceiling height $H$, while the heat release rate $Q_c$ remains 25MW, according to Eq. 34 and 35, the air temperature distribution can be calculated respectively in Figures 21 (a) ~ (d) (The temperature distribution curves of Figure 22 correspond to different burning durations--5min, 20min, 60min, and 120min).
Comparing curves in Figures 21 (a) to (d), the differences between the two temperature distribution curves of Eq. 34 and 35 are as follows.

(1) At the beginning phase, there is a large difference between the two curves (see curves FL-A-a and FL-B-a), however after 120 minutes’ burning, the two curves become basically consistent with each other (see curves FL-A-d and FL-B-d).
(2) The air temperature distribution curve above the fire source (in impact area), which can be calculated from Eq. 35, is close to a horizontal line, therefore the temperature is almost the same everywhere (see curves FL-B-a to FL-B-d), and the result disagrees with the actual condition. Furthermore, the larger burning radius is, the greater difference will be. However, the temperature distribution of formula (34) is a curved line, which comparatively obeys the characteristics of the temperature distribution in impact area, and is close to actual condition.

(3) In the temperature distribution curves of formula (35), the horizontal temperature gradient barely changes over time (curves FL-B-a to FL-B-d), which contradicts the phenomenon of time lag in large space fire. However the temperature distribution curves of formula (34) demonstrate a smooth tendency with the increasing of burning time (curves FL-A-a to FL-A-d). Furthermore, as indoor area increases, the effect of time lag becomes even more obvious, as the curve of FL-A-b displays in Figures 21 (a) and (b). Therefore, formula (34) proposed in this paper is more suitable for calculating the air temperature near the ceiling of large space structures in fire, and has a higher accuracy than others.

4.3.2 \( Q_c \) and \( H \) are constant, changing \( A \)

Changing the indoor area \( A \), while keeping the heat release rate \( Q_c = 5\text{MW} \), and the height of ceiling \( H = 12\text{m} \) unchanged, the air temperature distribution curves calculated from formula (34) and (35) are displayed in Figures 22 (a) and (b) (The temperature distribution curves of Figure 22 correspond to different burning durations--5min, 20min, 60min, and 120min).

![Temperature Distribution Curves](image)

Figure 22. Air Temperature Distribution near the Ceiling of Large Space (\( Q_c = 5\text{MW} \), \( H = 12\text{m} \))

(FL-A is from Eq. 34, and FL-B from Eq. 35, a-5min, b-20min, c-60min, d-120min)

Comparing the temperature distribution curves in Figures 22 (a) and (b), for small heat release rate (\( Q_c = 5\text{MW} \)), the air temperature above the fire source of formula (34) is significantly higher than that of formula (35). In this sense, with formula (34) proposed in this paper, the local effect of temperature distribution is more obvious, and the relationship between the indoor area and the effect is positive. The reasons are mainly as follows: (1) the smaller the heat release rate, the
weaker the thrust generated by the smoke plume, which slows down the horizontal diffusion of heat and the mixture of cold and hot air. Therefore the local effect of air temperature is much more obvious; (2) in the derivation process of formula (34), the assumption of energy dissipation is ignored; therefore the result of this formula tends to be conservative.

4.3.3 Relationship between air temperature along the centreline of ceiling and burning time.

According to formula (34) and (35), the relationship between air temperature along the centreline of ceiling and burning time can be obtained for different heat release rates, different indoor areas, and different heights of ceiling, as demonstrated in Figures 23 (a) to (d) (The temperature distribution curves of Figure 23 correspond to different heights of ceiling).

Comparing the curves in Figures 23 (a) to (d), for ceiling height $H < 10$ m, the air temperature along the centreline of ceiling of Eq. 34 is higher than that of Eq. 35. In addition, the smaller the heat release rate, the larger the difference between the two results, as shown in Figures 23 (c) and (d). When the ceiling height $H$ is less than twice the diameter of fire source, it is difficult to form a steady rising smoke plume, and the assumptions in the derivation process of Eq. 34 will be invalid. Therefore, for ceiling height $H < 10$ m, there are significant differences between the results of Eq. (34) and (35). However for ceiling height $H \geq 10$ m, the results of Eq. 34 and 35 are consistent with each other.

In conclusion, in order to calculate air temperature near the ceiling of large space structures in fire with formula (34) accurately, the application scope of the formula should be: height of ceiling $H \geq 10$ m, indoor area $A \geq 500$ m$^2$, and heat release rate $Q_c \geq 5$ MW.
5. **EXAMPLE**

A multi-function hall in a library is an indoor, semi-underground large space structure with a large capacity--28m long, 30m wide, and 10m high with a total floor area of 840 m². The plane layout and the function are displayed in Figure 24. Based on performance-based fire protection analysis and design [31], according to structure type, function, and combustible distribution of the multi-function hall, the combustibles can be classified into two major types (for example, curtain and seat), and different fire scenarios also can be defined. The information regarding type, maximum heat release rate, and fire growth rate in different fire scenarios are given in Table 8. The locations of different fire sources are demonstrated in Figure 25.
With the fire dynamic simulation software CFAST-v4.02 and field simulation software FDS3.0, Ref [31] calculates the ceiling temperature along the centerline (axis y in the Figure 25) at different burning time. Table 9 demonstrates the results for different fire scenarios mentioned.

In the meantime, the air temperatures near the ceiling along the centreline, for fire scenarios FS1–FS4 in Table 8 at different burning time, are calculated with Eq. 34. The results are compared with those in Table 9, as displayed in Figures 26 (a) to (d) (The temperature distribution curves of Figure 26 correspond to different burning time).

**Table 8. Information of Different Fire Scenarios**

<table>
<thead>
<tr>
<th>Type</th>
<th>Fire scenarios</th>
<th>Main material</th>
<th>Unit heat release rate</th>
<th>Maximum heat release rate</th>
<th>Fire growth rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curtain</td>
<td>FS1</td>
<td>Canvas and fibers. (No fire-retardant treatment)</td>
<td>88~127 kW/m²</td>
<td>6MW</td>
<td>Fast</td>
</tr>
<tr>
<td></td>
<td>FS2</td>
<td>Canvas and fibers. (fire-retardant treatment)</td>
<td>88~127 kW/m²</td>
<td>4 MW</td>
<td>Medium</td>
</tr>
<tr>
<td>Seat</td>
<td>FS3</td>
<td>Sofa sort</td>
<td>14~18 MJ/kg</td>
<td>16 MW</td>
<td>Fast</td>
</tr>
<tr>
<td></td>
<td>FS4</td>
<td>Wooden chair sort</td>
<td>1.8~7.0 MJ/kg</td>
<td>8 MW</td>
<td>Medium</td>
</tr>
</tbody>
</table>

**Table 9. Air Temperature near the Ceiling along the Axis y for Different Fire Scenarios (°C)**

<table>
<thead>
<tr>
<th>Fire scenarios</th>
<th>Burning time</th>
<th>Horizontal distance on y axis (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0  2  4  6  8  10  12  14  16  18  20  22  24  26  28</td>
<td></td>
</tr>
<tr>
<td>FS1</td>
<td>60s</td>
<td>23.6 23.8 24.0 24.4 24.8 25.0 25.6 26.0 26.8 28.2 30.0 32.8 34.8 32.8 30.0</td>
</tr>
<tr>
<td></td>
<td>180s</td>
<td>25.0 25.3 25.6 26.0 26.4 27.0 27.6 30.8 34.4 38.6 49.8 62.0 69.0 62.0 49.8</td>
</tr>
<tr>
<td></td>
<td>300s</td>
<td>45.0 45.2 45.5 45.8 46.2 46.7 48.2 48.9 52.2 66.6 108 160 195 160 108</td>
</tr>
<tr>
<td></td>
<td>600s</td>
<td>52.0 52.3 53.0 53.8 55.0 56.0 58.0 61.2 68.2 96.2 142 256 345 256 142</td>
</tr>
<tr>
<td>FS2</td>
<td>60s</td>
<td>23.6 23.7 23.8 23.9 24.0 24.2 24.4 24.6 24.8 25.0 25.4 26.6 28.4 26.6 25.4</td>
</tr>
<tr>
<td></td>
<td>180s</td>
<td>25.0 25.6 28.2 30.1 32.4 34.2 36.2 38.6 40.2 42.4 45.2 46.9 49.5 46.9 45.2</td>
</tr>
<tr>
<td></td>
<td>300s</td>
<td>29.6 31.2 33.6 35.8 37.7 40.6 44.2 48.2 52.5 62.4 76.3 92.0 116 92.0 76.3</td>
</tr>
<tr>
<td></td>
<td>600s</td>
<td>45.0 46.0 47.2 48.6 50.0 53.2 55.8 59.2 62.8 82.6 123 232 272 232 123</td>
</tr>
<tr>
<td>FS3</td>
<td>60s</td>
<td>24.1 24.8 26.5 28.2 30.5 33.2 35.0 33.2 30.5 28.2 26.5 24.8 24.1 23.8 23.5</td>
</tr>
<tr>
<td></td>
<td>180s</td>
<td>38.2 42.7 49.2 56.8 62.5 70.4 78.0 70.4 62.5 56.8 49.2 42.7 38.2 36.9 35.0</td>
</tr>
<tr>
<td></td>
<td>300s</td>
<td>68.2 72.2 89.4 110 132 154 165 154 132 110 89.4 72.6 68.2 57.3 48.0</td>
</tr>
<tr>
<td></td>
<td>600s</td>
<td>92.5 105 136 221 306 436 460 436 306 221 136 105 92.5 76.8 65.1</td>
</tr>
<tr>
<td>FS4</td>
<td>60s</td>
<td>23.8 24.6 25.4 26.0 27.2 28.4 29.0 28.4 27.2 26.0 25.4 24.6 23.8 23.1 22.5</td>
</tr>
<tr>
<td></td>
<td>180s</td>
<td>32.4 33.5 36.2 38.6 44.2 50.3 56.0 50.3 44.2 38.6 36.2 33.5 32.4 31.8 31.2</td>
</tr>
<tr>
<td></td>
<td>300s</td>
<td>46.0 48.3 52.8 64.3 78.2 92.8 100 92.8 78.2 64.3 52.8 48.3 46.0 44.8 43.4</td>
</tr>
<tr>
<td></td>
<td>600s</td>
<td>56.0 65.8 72.6 95.1 140 240 265 240 140 95 72.6 65.8 56.0 52.3 47.5</td>
</tr>
</tbody>
</table>
Figure 26. Comparison of Air Temperature Distributions near the Ceiling along Centreline at Different Fire Scenarios

(FL-A from Eq. 34, Fm is the Values of Table 9, t1-60s, t2-180s, t3-300s, t4-600s)
As shown in Figures 26 (a) to (d), during the early stage of burning (about the first 300s of burning time), the air temperatures calculated with Eq. 34 are generally higher than those in Table 9. In Figure 26 (a), for example, for burning time 180s, 300s, and 600s, the corresponding temperatures calculated with formula (34) are respectively 183°C, 253°C, and 3545°C. Compared with the simulation temperatures in of 69°C, 195°C, and 345°C as in Table 9, the former are higher by 166%, 30%, and 2.8% respectively. It can be seen that, due to large temperature difference between hot and cold air, the heat dissipation of the smoke plume is significant in the early stage of burning, which is ignored in the derivation of Eq. 34. Therefore there are some differences between the analytical and numerical results. However, if the heat dissipation recedes with burning continuing, the temperatures calculated by Eq. 34 may tend to be close to the simulation ones in Table 9.

6. CONCLUSION

Based on the field model of fire thermodynamics and heat transfer, the temperature field model of large space fire is established, which considers fire source, smoke plume, and smoke layer model. Parametric studies of the large space fire were carried out and the results showed that the duration of burning is less than 80 minutes when the total amount of combustibles is not more than 2000kg. However, if the heat release rate $Q_c$ is less than 5MW, the burning time of fire can be more than 120 minutes. It is thus recommended that the burning duration may be taken as 120 minutes conservatively in the fire analysis of large-space steel structures.

An analytical expression (Equation 34) has been derived which can be used to predict the air temperature of large space fire that meets the criteria of (1) ceiling height greater than 10m, (2) indoor area more than 500 m² and (3) heat release rate greater than 5MW. The accuracy of the proposed equation was verified by comparing the results with those obtained by fire dynamic simulation software.
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ABSTRACT: One of the significant contributions of using double-skinned concrete-filled-steel-tubular (CFST) columns is that it can extend the maximum limit of concrete strength that can be practically used in the construction industry, by improving the ductility of columns through providing more uniform and continuous confining pressure to the in-filled concrete. However, because of the imperfect interface bonding occurs at early stage, the elastic strength and stiffness will decrease so that the confinement effect provided by the steel tube is not fully utilized. To improve the situation, the authors have proposed to use external confinement in the form of steel rings on the outer steel tube to restrict the dilation of CFST columns and thus restore an intact interface bonding condition. It has been verified by uni-axial compression test that the elastic strength, stiffness and interface bonding were improved. Based on the test results, the authors have developed a theoretical model for predicting the uni-axial load-carrying capacity of doubled-skinned CFST columns. As a continued study, the authors will investigate the most critical parameters affecting the uni-axial strength, and to develop a simplified formula for practical design of doubled-skinned CFST columns through an extensive parametric study.

Keywords: Columns, Concrete-filled, Double-skin tubular, External confinement, Rings

1. INTRODUCTION

High-strength concrete (HSC) of concrete strength about 100 MPa has been adopted popularly in East Asia for construction of tall buildings. Not only does the HSC improve the strength-to-weight ratio, reduce embodied energy, but also save extra floor space. Recently due to the rapid development of superfine materials such as micro-silica and superfine cement, as well as the matured filler technology [1,2], the concrete compressive strength can now be pushed up to 130 MPa. Using such a very high-strength concrete can also improve the lateral stiffness of tall buildings and limit the overall and inter-storey drift ratio to within the serviceability limit state. Therefore, it is indeed very attractive to the column construction of tall buildings. However, notwithstanding these merits, the adoption of such a high concrete strength is still rare in the construction industry. The use of lower concrete strength for column construction of tall buildings is under-utilising the construction materials and wasting available floor space that can possibly be saved.

One of the major reasons that inhibits the use of HSC is its brittleness [3-7], which needs to have substantial confinement to protect the concrete core from explosive failure. The traditional method of utilizing transverse steel in the form of closed hoops or ties for normal-strength reinforced concrete (RC) columns is not applicable in HSC columns, because the transverse reinforcement required for providing sufficient confinement against explosive failure will be too large to enable good placing quality of concrete. In order to have a breakthrough in the maximum limit that can be practically used in column construction, special type of confinement that can provide larger, more continuous and uniform confining pressure to concrete should be devised. One of the most ineffective reasons for adopting transverse reinforcement in RC columns is the
concrete arching action, which decreases the effectively confined concrete area. In order to eliminate this action, a continuous concrete confinement in the form of steel tube has been advocated. Two composite structural forms of high-strength concrete-filled-steel-tubular (HSCFST) column that contains one (i.e. single-skinned) or two hollow steel tubes (i.e. double-skinned) for concrete confinement were put forward.

From structural point of view, these forms of composite column construction can provide larger axial strength [8-20], bending stiffness, moment capacity [10,21-24], better ductility [25,26,27] and excellent seismic performance [28-34]. The tubes are both longitudinal reinforcement and formwork, which saves the construction cycle time and cost. Due to composite action, the sizes of double-skinned CFST column can be up to 50% smaller than that of HSC columns with the same load-carrying capacity. The larger strength-to-weight ratio decreases the embodied energy level in the building structures. Furthermore, higher strength concrete is more durable than normal-strength concrete (NSC), therefore, it lengthens the design life of the buildings and reduces the construction and demolition waste generated. The double-skinned CFST columns are more structural efficient than another type of single-skinned CFST columns (one tube with in-filled concrete). It improves the strength-to-weight ratio by replacing the bulky central concrete with a lighter inner steel tube. It also provides a dry atmosphere within the inner steel tube, which is particularly useful to house sub-sea oil production facilities for offshore structures [32,35,36].

The steel tubes in the double-skinned CFST columns provide superior confining pressure to the in-filled concrete to enhance its strength and stiffness. However, the confinement performance during the initial elastic stage has not been fully developed due to the imperfect steel-concrete interface bonding [9,37] since steel dilates more than concrete under compression [38-41]. In order to maximize the confining performance of steel tubes in the early elastic stage, the authors have previously proposed to use external confinement in the form of steel rings to restrict the dilation of HSCFST columns for restoring an intact interface bonding [42,43,44]. The proposed method has been verified by a preliminary test programme on uni-axial compression performance of unconfined and ring-confined double-skinned CFST columns. It has been shown from the results that the rings provided effective lateral restraint points, and between the rings, the lateral dilation of columns is smaller than that of unconfined columns. Overall speaking, the Poisson’s ratios of columns between ring levels were close to 0.2, except for the locations further away from the rings, which were about 0.3. It verified that the interface bonding have been substantially improved under the extra confinement effect provided by the steel rings. Previously, efforts have been spent on installing internal stiffeners and binding bars for achieving similar purpose [45-48]. However, it is worth noting that the welding of these internal stiffeners and binding bars are more difficult than that of the proposed external confinement, in particular for double-skinned HSCFST columns where the gap between steel skins is very limited.

Based on the test results, the authors have developed a theoretical model based on force equilibrium equations for evaluating the uni-axial load-carrying capacity of both unconfined and ring-confined double-skinned CFST columns. Nevertheless, the evaluation procedure was divided in to several steps and depends on hoop stress that is not readily available at early design stage. Therefore, an iterative process may be required to get the final load-carrying capacity of a design section. In order to simplify the evaluation process and to make the model more user friendly particularly at the design stage, the authors will in the paper investigate the major factors that affect the load-carrying capacity of ring-confined double-skinned HSCFST column through a parametric study. Based on the obtained results, a simplified equation relating the load-carrying capacity and solely geometry and material factors will be proposed. It is believed that the simplified equation can serve as a design aids for practical design of ring-confined double-skinned CFST columns.
2. DETAILS OF SPECIMENS

To verify the effectiveness of the proposed external ring confinement on the improvement of interface bonding, strength and stiffness of double-skinned CFST columns, the authors have previously conducted a series of uni-axial compression test on 20 double-skinned CFST columns. The specimens were divided into four groups based on the provision of confinement, concrete cylinder strength and the hollow ratio \( \chi \) (defined as \( \chi = \frac{D_i}{D_o - 2t_o} \)), where \( D_i \) and \( D_o \) are the diameters of the inner and outer tubes respectively, \( t_o \) is the thickness of the outer tube: (1) Four double-skinned CFST columns of hollow ratio 0.56 and external steel rings of various spacing (5\( t_o \), 10\( t_o \), 15\( t_o \) and 20\( t_o \)); (2) Four double-skinned CFST columns of hollow ratio 0.72 and external steel rings of various spacing (5\( t_o \), 10\( t_o \), 15\( t_o \) and 20\( t_o \)); (3) One double-skinned CFST column of hollow ratio 0.56 but without external steel rings; (4) One double-skinned CFST column of hollow ratio of 0.72 but without external steel rings. In each of the two sets of specimens (i.e. \( \chi = 0.56 \) and 0.72), concrete cylinder strength of 50 and 85 MPa were adopted. The grade of both inner and outer steel tubes is S355 produced as per BS EN 10210-2:2006. For all tested specimens, the thickness of both inner and outer steel tubes is 5 mm and the diameter of outer steel tube is 168.3 mm (measured to the outer face). For columns of hollow ratios 0.56 and 0.72, the diameters of inner tubes are 88.9 and 114.3 mm respectively (measured to the outer face). The total height of the specimens is 330 mm (aspect ratio of 2). Figure 1(a) shows the double-skinned normal-strength concrete-filled-steel-tubular (NSCFST) columns with hollow ratio of 0.56 and with external steel rings of various spacing (5\( t_o \), 10\( t_o \), 15\( t_o \) and 20\( t_o \)). Figure 1(b) shows the double-skinned NSCFST columns with hollow ratio of 0.72 and with external steel rings of various spacing (5\( t_o \), 10\( t_o \), 15\( t_o \) and 20\( t_o \)). Figure 1(c) shows the double-skinned NSCFST columns with hollow ratio of 0.56 and without external steel rings. Figure 1(d) shows the double-skinned NSCFST columns with hollow ratio of 0.72 and without external steel rings. Figure 1(e) shows the double-skinned HSCFST columns with hollow ratio of 0.56 and with external steel rings of various spacing (5\( t_o \), 10\( t_o \), 15\( t_o \) and 20\( t_o \)). Figure 1(f) shows the double-skinned HSCFST with hollow ratio of 0.72 and with external steel rings of various spacing (5\( t_o \), 10\( t_o \), 15\( t_o \) and 20\( t_o \)). Figure 1(g) shows the double-skinned HSCFST columns with hollow ratio of 0.56 and without external steel rings. Figure 1(h) shows the double-skinned HSCFST columns with hollow ratio of 0.72 and without external steel rings. The section and material properties of the specimens are summarised in Table 1.

![Figure 1(a) Double-skinned NSCFST columns with external steel rings (s=5\( t_o \), 10\( t_o \), 15\( t_o \) and 20\( t_o \)) with Hollow Ratio of 0.56]
Figure 1(b) Double-skinned NSCFST columns with external steel rings ($s=5t_o$, $10t_o$, $15t_o$ and $20t_o$) with Hollow Ratio of 0.72

Figure 1(c) Double-skinned NSCFST columns without external steel ring with hollow ratio of 0.56

Figure 1(d) Double-skinned NSCFST columns without external steel ring with hollow ratio of 0.72
Figure 1(e) Double-skinned HSCFST columns with external steel rings ($s=5t_o$, $10t_o$, $15t_o$ and $20t_o$) with hollow ratio of 0.56

Figure 1(f) Double-skinned HSCFST columns with external steel rings ($s=5t_o$, $10t_o$, $15t_o$ and $20t_o$) with hollow ratio of 0.72

Figure 1(g) Double-skinned HSCFST columns without external steel ring with hollow ratio of 0.56
Simplified Design Model for Uni-axially Loaded Double-skinned Concrete-Filled-Steel-Tubular Columns with External Confinement

Figure 1(h) Double-skinned HSCFST columns without external steel ring with hollow ratio of 0.72

Table 1. Details of specimens and materials’ properties

<table>
<thead>
<tr>
<th>Specimen Label</th>
<th>(D_i) (mm)</th>
<th>(t_i) (mm)</th>
<th>(f_{y,i}) (MPa)</th>
<th>(D_o) (mm)</th>
<th>(t_o) (mm)</th>
<th>(f_{y,o}) (MPa)</th>
<th>(f'_{c}) (MPa)</th>
<th>(f_{y,R}) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-0.56-50-5</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-50-10</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-50-15</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-50-20</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-50-0</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>N/A</td>
</tr>
<tr>
<td>D-0.56-85-5</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-85-10</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-85-15</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-85-20</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.56-85-0</td>
<td>88.9</td>
<td>5</td>
<td>450</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>N/A</td>
</tr>
<tr>
<td>D-0.72-50-5</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-50-10</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-50-15</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-50-20</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-50-0</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>50</td>
<td>N/A</td>
</tr>
<tr>
<td>D-0.72-85-5</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-85-10</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-85-15</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-85-20</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>300</td>
</tr>
<tr>
<td>D-0.72-85-0</td>
<td>114.3</td>
<td>5</td>
<td>430</td>
<td>168.3</td>
<td>5</td>
<td>360</td>
<td>85</td>
<td>N/A</td>
</tr>
</tbody>
</table>

In all specimens, the external steel rings were mild steel round bars of 8 mm diameter and the yield strength is \(f_R = 300\) MPa. The rings were welded to the outer tubes at different spacing and the lap length was ten times the diameter of the steel bar (80 mm). Each ring was welded to the outer tube at eight locations with a central angle of 45° separated from each other. Figures 2 and 3 show the test setup and the details of the specimens.

A naming system consisting of one letter and three numbers has been used to represent the specimens. For instance, ‘D-0.72-50-5’ represents a double-skinned CFST column (indicated by the first letter “D”), a hollow ratio of 0.72 (indicated by the first number “0.72”), a concrete cylinder strength of about 50 MPa on the testing day (indicated by the second number “50”) and lastly five times the thickness of the outer steel tube as the ring spacing (indicated by the last number “5”). Alternatively, ‘D-0.56-85-0’ represents a double-skinned CFST column (indicated by the first letter “D”) with a hollow ratio of 0.56 (indicated by the first number “0.56”), a concrete cylinder strength of about 85 MPa on the testing day (indicated by the second number “85”), and lastly no external steel ring (i.e. zero spacing indicated by the last number “0”).
There were a lot of researches conducted on the theoretical models of double-skinned HSCFST columns [49-52]. However, all of these models were developed based on unconfined double-skinned CFST columns. Furthermore, the design guidelines specified in Eurocode 4 [53] were also only applicable to unconfined CFST columns. If those models and guidelines are used for design of confined double-skinned CFST columns, the uni-axial load-carrying capacity will be significantly underestimated. To this, the authors have previously developed a theoretical model based on force equilibrium method to predict the uni-axial load carrying capacity of ring-confined double-skinned CFST columns. The validity of the theoretical model has been verified by comparing the theoretical results with the experimental results obtained previously by the authors and other researchers [9,13,22,51,54]. Good agreement was obtained.

The following briefly summarises the theoretical formulas for evaluating the axial capacity of the double-skinned CFST columns:
\[ N_p = f_i A_i + f_o A_o + f_{cc} A_{cc} \tag{1} \]

where \( N_p \) in Eq. 1 represents the predicted axial load capacity of double-skinned CFST column with/without external confinement. In Eq. 1, \( f_i \) and \( f_o \) are the axial stresses in the inner and outer tubes respectively under bi-axial stress state; \( f_{cc} \) is the axial stress in the core concrete under the confining pressure \( f_r \). These parameters are given by the following equations:

\[
\begin{align*}
\sigma_{oo}^2 - \sigma_{oo} \sigma_{oo} + \sigma_{oo}^2 &= \sigma_{yo}^2 \quad (2a) \\
\sigma_{ii}^2 - \sigma_{ii} \sigma_{ii} + \sigma_{ii}^2 &= \sigma_{yi}^2 \quad (2b) \\
f_{cc} &= f_c^\prime + 4.1 f_r \quad (2c)
\end{align*}
\]

where \( \sigma_{yi} \), \( \sigma_{yi} \) are the uni-axial yield strength of the steel tubes, \( f_c \) is the confining pressure and \( f_{cc} \) is the confined concrete strength [55]. The hoop stress \( \sigma_{\theta,o} \) of the outer tube at ultimate strength is taken as the formulas proposed by Hatzigeorgiou [56] in Eq. 3:

\[
\begin{align*}
\sigma_{\theta,o} &= \alpha \sigma_{yo} \quad (3a) \\
\alpha &= \exp(\ln(D_o/t_o) + \ln(f_{yo}) - 11) \leq 1 \quad (3b)
\end{align*}
\]

The confining pressure \( f_r \) for ring-confined and unconfined specimens is shown in Eq. 4a and 4b respectively.

\[
\begin{align*}
f_r &= \frac{-2t_o h \sigma_{\theta,o} - 2n A_k \sigma_R}{(D_o - 2t_o)h} \quad (4a) \\
f_r &= \frac{-2t_o \sigma_{\theta,o}}{(D_o - 2t_o)} \quad (4b)
\end{align*}
\]

where \( \sigma_{\theta,o} \) is the hoop tensile stress developed in the outer tube; \( \sigma_R \) is the tensile stress acting in the external rings; \( A_k \) is the cross-section area of each steel ring; \( D_o \) and \( t_o \) represent the diameter and thickness of the outer steel tube; \( h \) stands for the total height of the column; \( n \) is the number of the external steel rings welded on the specimen.

### 3.2 Simplified Formulas for Confined Double-skinned CFST Columns

One of the difficulties of applying the above equation in design stage is that the whole calculation process is split into different parts and complicated equations such as those for the hoop stress and the Von Mises Criterion have to be gone through each time. For the sake of design purpose, it is better to have an equation depending on solely the geometry and material factors that are readily available in early design stage. Hence, based on the theoretical equations presented above, a parametric study on the effects of various geometry and material factors on the uni-axial load-carrying capacity of double-skinned CFST columns will be conducted herein. The cross-sections adopted are circular double-skinned CFST columns of outer diameter 1 m. In the parametric study, the following parameters have been varied:

1. The concrete cylinder strength (\( f_c^\prime \)) was varied from 20 to 80 MPa to cover typical double-skinned CFST columns cast with normal- and high-strength concrete.
(2) The hollow ratio ($\chi$) was varied from 0.3 to 0.7 in this study to cover typical double-skinned CFST column that can be constructed practically.

(3) The diameter-to-thickness ratios of outer ($D_o/t_o$) and inner ($D_i/t_i$) steel tubes were varied from 40 to 100.

(4) The yield strength of inner ($f_{y,i}$) and outer steel tube ($f_{y,o}$) was taken as 275, 355 or 460 MPa. The same yield strength was adopted for the outer and inner tubes because it is usually the practice in real design and construction.

(5) The volumetric ratio of external rings to concrete ($\rho_R$), which is defined as the ratio between the volumes of external rings to the in-filled concrete, was varied from 0 (i.e. unconfined) to 10%.

(6) Mild steel is adopted as the external rings, the yield strength of which is taken as 235 or 275 MPa.

3.2.1 Confining pressure provided by outer tube ($f_{r,tube}$)

From the previously proposed theoretical model, it is evident that the confining pressure ($f_r$) provided by the steel tube and the external rings to the concrete is the most crucial parameter to predict the uni-axial load-carrying capacity. In this study, it is proposed to investigate the relationship of $f_r$ with other parameters based on the obtained results. The investigation is separated into two parts: (1) Confining pressure provided by the steel tube ($f_{r,tube}$); (2) Confining pressure provided by the rings ($f_{r,ring}$). Firstly, the confining pressure provided by the outer steel tube was plotted against the diameter-to-thickness ratio $D_o/t_o$ for different yield strength of the outer tube as shown in Figure 4. The $y$-axis represents $f_{r,tube}$ given by Eqs. (3) and (4b). The $x$-axis represents the diameter-to-thickness ratios of the outer steel tubes. From the figure, it is found that $f_{r,tube}$ is insensitive to the diameter-to-thickness ratio $D_o/t_o$ for a particular yield strength. Therefore, in this study, it is proposed to use a constant value for $f_{r,tube}$, which is taken as the lower bound value obtained in the parametric study for each of the yield strength. For the sake of practical design purpose, the adopted lower bound values of $f_{r,tube}$ have been plotted against the yield strength of the outer steel tube $f_{y,o}$ in Figure 5. From the figure, it is found that these two parameters can be correlated very well using linear equation, which is written in Eq. (5):

$$f_{r,tube} = 0.025 f_{y,o} - 4.5$$

(5)

![Figure 4 Confining pressure $f_{r,tube}$ against diameter-to-thickness ratio $D_o/t_o$](image-url)
3.2.2 Confining pressure provided by external rings ($f_{r,\text{ring}}$)

On the other hand, the relationship of confining pressure provided by external ring ($f_{r,\text{ring}}$) with other studied parameter needs to be determined in order to find out the total confining pressure $f_r$ for a given double-skinned CFST column section. A new non-dimensional parameter of volumetric ratio of external confinement $\rho_R$ is hence proposed, which is defined as the volume of steel rings ($V_{R}$) to the volume of concrete ($V_c$) in the double-skinned CFST columns. By this definition, the following mathematical expression for $\rho_R$ can be derived:

$$
\rho_R = \frac{V_R}{V_c} = \frac{n \pi (D_o + 2r_R) A_R}{h \pi \left( \frac{D_o - 2t_o}{2} \right)^2 - \left( \frac{D_i}{2} \right)^2} = \frac{4}{1 - \chi^2} \frac{(D_o + 2r_R) A_R}{s(D_o - 2t_o)^2} \tag{6}
$$

The confining pressure provided by the rings can be expressed in Eq. (7a) by considering the force equilibrium:

$$
f_{r,\text{ring}} = \frac{2n A_R f_{y,R}}{(D_o - 2t_o) h} = \frac{f_{y,R} V_R}{V_c} (1 - \chi^2) \frac{(D_o / t_o) - 2}{(D_i / t_o) + 2(r_R / t_o)} = \frac{f_{y,R}}{2} \rho_R (1 - \chi^2) G \tag{7a}
$$

where $G$ is a geometric factor. It should be noted that in Eq. 7a, a uniform confining pressure is assumed to be produced by the rings on the steel tube and the concrete core. This can be justified as the rings spacing are small when compared with the diameter of the column. From Eq. 7a, it is seen that the geometric factor $G$ depends on the diameter-to-thickness of the outer tube ($D_o/t_o$), as well as the ratio of radius of rings ($r_R$) to thickness of outer tube ($t_o$). Since ($r_R/t_o$) is much smaller than ($D_o/t_o$), and that $r_R$ is similar to $t_o$, it can be deduced that $G$ can be correlated reasonably well to just ($D_o/t_o$). Thus, the variation of $G$ has been plotted against ($D_o/t_o$) for from 40 – 100 in Figure 6. From Figure 6, it is apparent that the variation of $G$ against ($D_o/t_o$) varies within a narrow range from 0.90 to 0.96. For the purpose of practical design of CFST columns, a lower bound value of $G = 0.90$ is adopted. Hence, substituting $G = 0.90$ into Eq. 7a, the following equation is proposed for the confining pressure provided by the external rings:
The total confining pressure \( f_r \) can be obtained by adding up Eqs. 5 and 7b, which is given by Eq. 7c:

\[
f_r = f_{r, \text{tube}} + f_{r, \text{ring}} = (0.025 f_{y, o} - 4.5) + 0.45 f_{y, R} \rho_R (1 - \chi^2) \tag{7c}
\]

To verify the validity of the simplified equation for \( f_r \), as shown in Eq. 7c, the values of \( f_r \) calculated in the proposed model by Eqs. 3a, 4a and 4b are plotted against those calculated by Eq. 7c in Figure 7. It can be observed from the graph that both values are very close to each other.

### 3.2.3 Axial yield strength of the outer \( (f_{o}) \) tube and inner \( (f_{i}) \) tube under bi-axial state

Apart from the confining the pressure \( (f_r) \), it is essential to determine the yield stresses of both outer and inner tubes in order to assess the uni-axial load-carrying capacity of double-skinned CFST columns. For the outer tube, it is evident from Eqs. 2a, 3a and 4 that the major factors affecting
the yield stress of the steel tube under bi-axial state ($f_o$) are the confining pressure on the steel tube ($f_{ctube}$), diameter-to-thickness ratio ($D_o/t_o$) and the uni-axial yield strength ($f_{y,o}$). Since $f_{ctube}$ depends on $D_o/t_o$, it can be said that the major factors affecting the non-dimensional axial yield strength of the outer tube ($f_o/f_{y,o}$) are only ($D_o/t_o$) and $f_{y,o}$. From the results obtained in the parametric study, value of ($f_o/f_{y,o}$) have been plotted against the ($D_o/t_o$) in Figures 8(a) and 8(b). It is found from graphs that the value of ($f_o/f_{y,o}$) decreases as $D_o/t_o$ increases for different yield strength and decreases as $f_{y,o}$ increases. An empirical formula is then set up correlating ($f_o/f_{y,o}$) to ($D_o/t_o$), $f_{y,o}$ and is written in Eq. 8.

$$\frac{f_o}{f_{y,o}} = 1 - \left[ 1.6 \times 10^{-7} \left( \frac{D_o}{t_o} \right)^2 - 1.4 \times 10^{-6} \left( \frac{D_o}{t_o} \right) \right] f_{y,o}$$ \hspace{1cm} (8)

For the axial yield strength of the inner tube ($f_i$), it is noted from Eqs. 2b, 3b and 4 that the major factors affecting $f_i$ are also the confining pressure ($f_{ctube}$), diameter-to-thickness ratios of the outer tube ($D_o/t_o$) and inner tube ($D_i/t_i$). By the same token, the non-dimensional axial strength to yield strength ratio of the inner ($f_i/f_{y,i}$) is plotted against ($D_i/t_i$) for various steel yield strength in Figures 9(a) ($D_o/t_o = 40$), 9(b) ($D_o/t_o = 60$), 9(c) ($D_o/t_o = 80$) and 9(d) ($D_o/t_o = 100$). Unlike the outer steel tube, it is evident from Figure 9 that the value of $f_i$ under bi-axial state is less significantly affected than that in outer tube $f_o$. The values of ($f_i/f_{y,i}$) were varying from 1.08 to 1.15. For the purpose of practical design of CFST columns, a lower bound value of 1.08 is adopted. An empirical formula is then set up for ($f_i/f_{y,i}$) and is shown in Eq. 9.

$$\frac{f_i}{f_{y,i}} = 1.08$$ \hspace{1cm} (9)

![Figure 8(a) Axial-to-yield stress ratio (Outer Tube) against diameter-to-thickness ratio $D_o/t_o$](image)
Figure 8(b) Axial-to-yield stress ratio (outer tube) against yield strength of outer tube $f_{y,o}$

Figure 9(a) Axial-to-yield stress ratio (Inner tube) against diameter-to-thickness ratio of inner tube $D_i/t_i$ for diameter-to-thickness ratio of outer tube $D_o/t_o = 40$
Figure 9(b) Axial-to-yield stress ratio (inner tube) against diameter-to-thickness ratio of inner tube $D_i/t_i$ for diameter-to-thickness ratio of outer tube $D_o/t_o = 60$

Figure 9(c) Axial-to-yield stress ratio (Inner tube) against diameter-to-thickness ratio of inner tube $D_i/t_i$ for diameter-to-thickness ratio of outer tube $D_o/t_o = 80$
3.2.4 Confined concrete strength ($f_{cc}$) under confinement

As seen from Eq. 2c, the most critical factor affecting the confined concrete strength ($f_{cc}$) is the confining pressure ($f_r$). Substituting the empirical equation proposed for the confining pressure $f_r$ as shown in Eq. 7c into Eq. 2c, the value of $f_{cc}$ can be obtained.

3.2.5 Simplified equation for predicting uni-axial strength

From the first principle, the following equation can be adopted to evaluate the uni-axial strength of double-skinned CFST columns:

$$N_p' = f_{cc}A_c + f_oA_{so} + f_iA_{si} \quad (10)$$

where $N_p'$ is the predicted uni-axial strength of double-skinned CFST column by the simplified equation, $A_c$, $A_{so}$ and $A_{si}$ are the cross-section areas of the concrete, outer steel tube and inner steel tube respectively. Substituting Eqs. 2c, 8 and 9 into Eq. 10, the following equation is obtained:

$$N_p' = Af_c' A_c + Bf_{y,o} A_{so} + C f_{y,i} A_{si} \quad (11)$$

where $A = \left(1 + 4.1 \frac{f_r}{f_{cc}'} \right)$, $B = 1 - \left[1.6 \times 10^{-7} \left(\frac{D_o}{t_o}\right)^2 - 1.4 \times 10^{-6} \left(\frac{D_o}{t_o}\right) \right] f_{y,o}$ and $C = 1.08$. It is worth noting that since the strength enhancement in the inner steel tube due to confinement effect is relatively smaller (see Eq. 9), and that the cross-section area of the inner tube is considerably smaller than those of concrete and outer tube, it is believed that the influence of factor $C$ is insignificant to the final result of the uni-axial load-carrying capacity $N_p'$. Hence, the authors propose to simply take the value of $C$ as unity in all cases and the final form of equation is shown as follows:
The formula shown in Eq. 12 will be very useful to the structural designers for a prescribed uni-axial load-carrying capacity of doubled-skinned CFST columns. It is because Eq. 12 expresses the uni-axial load-carrying capacity in terms of some basic material and geometry parameters that can be obtained readily at early design stage. The formula will thus provide a straightforward method for designing the cross-section of double-skinned CFST column based on prescribed uni-axial strength.

The accuracy of the simplified formula as shown in Eq. 12 is checked by plotting the uni-axial strength calculated by Eq. 12 against that by the proposed model as shown in Eqs. 1 to 4 for all trial sections’ results obtained in the parametric study (total specimen numbers > 3,000). The comparison is shown in Figure 10. The obtained average value and standard deviation of $N_p/N_p'$ is 0.990 and 0.023 respectively, which suggests that the proposed simplified formula given in Eq. 12 is applicable for predicting and designing the uni-axial strength of double-skinned CFST columns with a wide range of geometric and material parameters.

$$N_p' = Af_c'A_e + Bf_{y,o}A_{so} + f_{y,i}A_{si}$$ (12)

**4. CONCLUSIONS**

A new method of providing external confinement to restrict the lateral dilation of double-skinned CFST columns has been proposed and verified previously by uni-axial compression tests. A theoretical model has been developed for uni-axial load-carrying capacity for CFST columns that takes into account the confining effects provided by steel rings and steel tube. The validity of the proposed model has been verified by comparing with the experimental results obtained by the authors and other researchers on both confined and unconfined double-skinned CFST columns.

Using the developed model, a parametric study has been carried out to investigate the effects of various geometry and material factors on the uni-axial load-carrying capacity of confined double-skinned CFST columns. It has been identified that the confining pressure $f_r$ is the major factor affecting the uni-axial strength. To facilitate practical design procedure without the need of going through the detailed calculation as per the proposed model, it is decided to establish empirical equation correlating the confining pressure $f_r$ to various geometry and material factors.
By using the proposed empirical equation for \( f_r \), the authors has eventually come up with a very simple formula capable of evaluating the uni-axial strength of confined double-skinned CFST columns based on only readily available design data, such as cross-section areas of concrete and steel tubes, as well as concrete cylinder and steel tube yield strength. The uni-axial strength predicted by the simplified equation has been compared with those obtained from the theoretical model, and excellent agreement was obtained. It is believed that the simplified equation can provide the structural designer a rapid and accurate design formula for estimating the uni-axial strength of double-skinned CFST column at early design stage based only on geometry and material factors.
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LIST OF NOTATIONS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSC</td>
<td>Normal-strength concrete</td>
</tr>
<tr>
<td>HSC</td>
<td>High-strength concrete</td>
</tr>
<tr>
<td>RC</td>
<td>Reinforced concrete</td>
</tr>
<tr>
<td>NSCFST</td>
<td>Normal-strength concrete-filled-steel-tubular</td>
</tr>
<tr>
<td>HSCFST</td>
<td>High-strength concrete-filled-steel-tubular</td>
</tr>
<tr>
<td>( D_i )</td>
<td>Outer diameter of inner tube of double-skinned CFST column</td>
</tr>
<tr>
<td>( D_o )</td>
<td>Outer diameter of outer tube of double-skinned CFST column</td>
</tr>
<tr>
<td>( t_i )</td>
<td>Thickness of inner tube of double-skinned CFST column</td>
</tr>
<tr>
<td>( t_o )</td>
<td>Thickness of outer tube of double-skinned CFST column</td>
</tr>
<tr>
<td>( r_R )</td>
<td>Radius of external steel bars</td>
</tr>
<tr>
<td>( A_i )</td>
<td>Cross-section area of the inner tube</td>
</tr>
<tr>
<td>( A_o )</td>
<td>Cross-section area of the outer tube</td>
</tr>
<tr>
<td>( A_{cc} )</td>
<td>Cross-section area of the core concrete</td>
</tr>
<tr>
<td>( A_R )</td>
<td>Cross-section area of external steel ring</td>
</tr>
<tr>
<td>( \chi )</td>
<td>Hollow section ratio</td>
</tr>
<tr>
<td>( N )</td>
<td>Load-carrying capacity of a specimen</td>
</tr>
<tr>
<td>( N_i )</td>
<td>Axial load taken by the inner tube</td>
</tr>
<tr>
<td>( N_o )</td>
<td>Axial load taken by the outer tube</td>
</tr>
<tr>
<td>( N_{cc} )</td>
<td>Axial load taken by the core concrete</td>
</tr>
<tr>
<td>( N_p )</td>
<td>Axial strength of a specimen predicted by the proposed model</td>
</tr>
<tr>
<td>( N_p' )</td>
<td>Axial strength of a specimen predicted by simplified formula</td>
</tr>
<tr>
<td>( N_t )</td>
<td>Experimentally measured axial strength of a specimen</td>
</tr>
<tr>
<td>( f_i )</td>
<td>Axial stress of the inner tube</td>
</tr>
<tr>
<td>( f_o )</td>
<td>Axial stress of the outer tube</td>
</tr>
</tbody>
</table>
Simplified Design Model for Uni-axially Loaded Double-skinned Concrete-Filled-Steel-Tubular Columns with External Confinement

\( f_{cc} \) \hspace{5mm} \text{Axial stress of the core concrete}

\( f'_{c} \) \hspace{5mm} \text{Uni-axial concrete compressive strength represented by cylinder strength}

\( f_r \) \hspace{5mm} \text{Confining pressure}

\( f_{r,\text{tube}} \) \hspace{5mm} \text{Confining pressure provided by the outer tube}

\( f_{r,\text{ring}} \) \hspace{5mm} \text{Confining pressure provided by external steel rings}

\( \sigma_{\theta,i} \) \hspace{5mm} \text{Hoop stress in inner tube of double-skinned CFST column}

\( \sigma_{\theta,o} \) \hspace{5mm} \text{Hoop stress in outer tube of double-skinned CFST column}

\( \sigma_{R} \) \hspace{5mm} \text{Tensile stress in external steel ring}

\( f_{y,i} \) \hspace{5mm} \text{Uni-axial yield strength of inner tube of double-skinned CFST column}

\( f_{y,o} \) \hspace{5mm} \text{Uni-axial yield strength of outer tube of double-skinned CFST column}

\( f_{y,R} \) \hspace{5mm} \text{Uni-axial yield strength of external steel ring}

\( n \) \hspace{5mm} \text{Number of external steel bars}

\( h \) \hspace{5mm} \text{Height of the specimen}

\( s \) \hspace{5mm} \text{Spacing of external steel rings}

\( \alpha_{\theta} \) \hspace{5mm} \text{Hoop stress ratio}

\( G \) \hspace{5mm} \text{Geometric factor}

\( \rho_{R} \) \hspace{5mm} \text{Volumetric ratio of external rings to concrete}

\( V_{R} \) \hspace{5mm} \text{Volume of steel rings}

\( V_{c} \) \hspace{5mm} \text{Volume of concrete}
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ABSTRACT: The objective of this study was to make an experimental investigation on the behavior of nine steel frames with various infill characteristics under reverse cyclic loading. The test specimens, which were one-story steel frames, had the frame length/height ratios (l/h) of 1, ½, and 2. The infill characteristics of the specimens were assigned as i) no infill, ii) brick wall infill, iii) brick wall+plaster infill. The specimens were tested under reverse cyclic loading representing the seismic loading in the horizontal direction, and the displacement values obtained during the tests were measured and recorded in a digital manner. At the end of the tests, the infilled frames were evaluated in terms of failure types, strength envelopes, energy consumption characteristics, and stiffness decreases by comparing the test results.

Keywords: Steel frames with infill walls, seismic behavior of infilled steel frames

1. INTRODUCTION

It is a known reality that infill walls considerably change the behavior of frames under horizontal loads and especially affect the strength, rigidity, and energy consumption properties. Studies on the structural behavior and response of masonry infilled frames trace back to as early as the 1950s [4]. The behavior of infilled frames under lateral loads has been investigated by a number of researchers. Findings and theories pertaining to infilled frames since the 1950s to the late 1980s were presented in a state of the art report prepared by Moghaddam et al. [12]. In general, researchers employed two different testing schemes in their investigations. The first was in-plane, diagonal, and compressive loading of a single frame unit, and the second in a plane racking test in which the frame is subjected to a top lateral load [4]. Holmes [5], Stafford [13, 14], Mainstone and Weeks [10], Dawe and Seah [1], Flangan et al. [3], Mander et al. [11], and Dukuze et al [2] have studied the behavior of masonry infilled steel frames under lateral loads [9].

In this study, an experimental investigation was executed to explore the effect of infill walls on steel frame systems in which infill walls are not generally taken into consideration in the structural analysis. Nine single story steel frame systems with various infill wall properties were tested under horizontal a reverse cycling load simulating a seismic load, and the results were examined and concluded [6], [7], [8].

2. OBJECT AND SCOPE

The objective of this study is to investigate the following: the effect of infill walls on strength, horizontal rigidity and energy consumption capacity of steel frames under a horizontal load, the failure types of infilled steel frame systems, and the effects of various infill wall properties and infill wall length/height (l/h) ratios on the seismic behavior of the steel frame system. With this purpose, throughout the study, nine steel frame systems on approximately a 1/3 scale were tested under reverse cycling horizontal loading. The variables considered in deciding the test specimens
were the length/height (l/h) ratio of the infill wall and properties of the infill wall. Considering these variables, the following test specimens were prepared and the experiments were performed.

1. Frame systems of infill wall length/height ratio (l/h) = 1, a-frame system with no infill – N110 (l/h = 1), b-Steel frame system with brick wall infill – N111 (l/h = 1), c- frame system with brick wall + plaster infill – N112 (l/h = 1)

2. Frame systems of infill wall length/height ratio (l/h) = 2, a- frame system with no infill – N110 (l/h = 2), b-Steel frame system with brick wall infill – N111 (l/h = 2), c- frame system with brick wall + plaster infill – N112 (l/h = 2)

3. Frame systems of infill wall length/height ratio (l/h) = 1/2 , a-frame system with no infill – N110 (l/h = 1/2), b-frame system with brick wall infill – N111 (l/h = 1/2), c-frame system with brick wall + plaster infill – N112 (l/h=1/2)

3. PRESENTATION OF TEST MECHANISM AND TEST TECHNIQUE

U-profiles, manufactured by bending cold steel plates for the preparation of steel frames, were used. Welding these U-profiles with arc welding, steel frames were formed with rigid nodal points and infill walls with various properties were placed there inside the steel frames. For brick wall infill, a horizontal hollow block brick of 190×185×85 mm was used. The brick wall+plaster infilled specimens had 17.5 mm plaster formed from lime with added cement mortar on both sides of the brick wall. For the masonry of the brick wall and plaster, the same cement mortar was used. The physical and geometric properties of the prepared test specimens are given in Table 1.

<table>
<thead>
<tr>
<th>Specimens</th>
<th>Infill properties</th>
<th>Frame length (l)</th>
<th>Frame height (h)</th>
<th>Infill length (lp)</th>
<th>Infill height (hp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N110 (l/h=1)</td>
<td>No infill (empty)</td>
<td>843.7</td>
<td>823.7</td>
<td>810</td>
<td>790</td>
</tr>
<tr>
<td>N111 (l/h=1)</td>
<td>Brick wall infill</td>
<td>843.7</td>
<td>823.7</td>
<td>810</td>
<td>790</td>
</tr>
<tr>
<td>N112 (l/h=1)</td>
<td>Brick wall+ plaster infill</td>
<td>843.7</td>
<td>823.7</td>
<td>810</td>
<td>790</td>
</tr>
<tr>
<td>N110 (l/h=2)</td>
<td>No infill (empty)</td>
<td>1643.7</td>
<td>823.7</td>
<td>1610</td>
<td>790</td>
</tr>
<tr>
<td>N111 (l/h=2)</td>
<td>Brick wall infill</td>
<td>1643.7</td>
<td>823.7</td>
<td>1610</td>
<td>790</td>
</tr>
<tr>
<td>N112 (l/h=2)</td>
<td>Brick wall+ plaster infill</td>
<td>1643.7</td>
<td>823.7</td>
<td>1610</td>
<td>790</td>
</tr>
<tr>
<td>N110 (l/h=1/2)</td>
<td>No infill (empty)</td>
<td>843.7</td>
<td>1603.7</td>
<td>810</td>
<td>1570</td>
</tr>
<tr>
<td>N111 (l/h=1/2)</td>
<td>Brick wall infill</td>
<td>843.7</td>
<td>1603.7</td>
<td>810</td>
<td>1570</td>
</tr>
<tr>
<td>N112 (l/h=1/2)</td>
<td>Brick wall+ plaster infill</td>
<td>843.7</td>
<td>1603.7</td>
<td>810</td>
<td>1570</td>
</tr>
</tbody>
</table>

3.1 Test Technique

The experimental part of this study was performed in the structure laboratory of Selcuk University. The prepared nine steel frame specimens with various properties were tested under a horizontal reverse cycling load, which simulates seismic load by using a rigid loading frame system. During the experiment, the necessary load and displacement readings were made and recorded using a computer-aided data reading system. The experiment mechanism used in the tests is presented in Figure 1.
The rigid loading frame was manufactured from various steel profiles and designed properly to apply the horizontal load. The system had a rigid base plate that enabled test specimens to be rigidly supported. The specimens could be rigidly supported to the rigid base plate using bolts. Thus, any rotation and translation of the specimen at the bottom were prevented. The horizontal load was applied to the steel frame specimen with the assistance of a hydraulic jack and a tension bar that was fixed on the loading plate supported on the vertical columns of the rigid loading frame. The hydraulic jack system could operate bi-directionally, meaning that it could apply both tension and compression force to the specimen. While the hydraulic jack system pushes the specimen fastened with the bolts in the compression stage, it pulls the specimen in the tension stage with the help of the steel tension bar of $\Phi 40$ mm and extending to the back end of the specimen at the top capital. In this way, it was possible to apply a horizontal reverse cycling load to the specimen. The steel bar also aided in preventing the specimen from tilting. In order to prevent the tilting of the specimens, steel profiles fixed to the horizontal branches of the rigid loading frame were used. While the branches perpendicular to the test frame that were welded to the profiles in the vertical position did not prevent the movement of the specimen through the loading direction with the shear loading mechanism, they only prevented the tilting of the specimen during load application by not taking on any load. A load cell together with the hydraulic jack was placed on the loading plate supported by the vertical branches of the rigid loading frame to perform the load readings. The loading frame was designed as rigid as possible to minimize horizontal and vertical motion, and the rotation of the loading mechanism formed from a pump and a load cell at values closer to zero so not affect the measurements during the test.

![Figure 1 The Loading System used in the Tests](image)

### 3.2 The Measurement Mechanism Used in the Tests

A measurement system that was as similar as possible was used for every frame tested in the experiments. The measurement of the displacements occurred at the steel frame and the infill wall during the test that was performed using LVDTs of 0.01 mm accuracy. The required numbers of LVDTs are placed in the necessary locations to determine the horizontal displacements of the bottom and top ends of the steel frame system and rotations at the bottom and top capitals. Load measurements are made by using a load cell working in contact with the hydraulic jack. The measurement mechanism used in the tests is presented in Figure 2.
3.3 Loading Program

All the tests were carried out under displacement control. The loading control was performed by beginning from the stationary position and increasing 10 mm in each cycle as given in Figure 3. The purpose of selecting such a loading program was to determine a systematic method in comparing the results between the specimens, because each of the frame system has different structural characteristics (empty, infilled with brick wall, infilled with brick wall + plaster). Therefore, each frame system would be evaluated according to horizontal displacement and \((\delta/h)\) ratio with the desired behavior characteristics and compared with other specimens.
4. RESULTS

After the experiment, for each test specimen, the strength envelope, rigidity decline graphics and energy consumption graphics were obtained and these results were compared with each other.

4.1 The Effect of Infill Wall Length/Infill Wall Height (l/h) to the Behavior of the Frame Systems

4.1.1 Frame systems with Infill Wall Length / Infill Wall Height (l/h = 1)

The experimental test results of the three frame systems with infill wall length/infill wall height (l/h = 1) are examined in this section. The aforementioned test specimens are the empty frame system N110, brick wall infilled frame system N111, and brick wall+plaster infilled frame system N112. The strength envelopes of the specimens are given in Figure 4. The maximum horizontal load values are found as 32.37 kN (N110), 41.42 kN (N111), and 56.92 kN (N112) respectively. When the empty frame system was taken as the reference, the increase in the carried horizontal load was 28% in the brick wall infilled system and 76% in the brick wall+plaster infilled system. The brick wall+plaster infilled system bears 37% more horizontal load compared to the brick wall infilled system. It was observed that after the third cycle, the carried horizontal loads decreased in the brick wall and brick wall+plaster infilled systems.

The rigidity decline graphics obtained from the tests of the aforementioned specimens are given in Figure 5. The first cycle rigidities are 1.17 kN/mm (N110), 2.55 kN/mm (N111), and 3.06 kN/mm (N112). However, the rigidities decreased in subsequent cycles. The rigidity decrease is more rapid in the brick wall and brick wall+plaster infilled systems than the empty frame systems. Generally during the fifth cycle (δ/H=0.0607) the rigidity values in all of the frame systems decrease to approximately 0.5 – 0.7 kN/mm. Observations made during the experiments revealed that in the fifth cycles a lateral buckling generally begins at the bottom ends of the columns. After this cycle, all systems presented empty frame behavior characteristics. In terms of rigidities obtained from the first cycle, when the reference empty frame was considered as a base, the increase in the first cycle rigidities was 118% for the brick wall infilled system and 160% for the brick wall+plaster infilled system.

The cumulative consumed energy graphics determined from the tests are also given in Figure 6. The cumulative consumed energy values after the eighth cycle are 10878 kNmm, 14877 kNmm, and 17978 kNmm, respectively. When the reference empty frame was considered as a base, the increase in the cumulative consumed energy was 37% for the brick wall infilled system and 65% for the brick wall+plaster infilled system.

4.1.2 Frame systems with infill wall length/infill wall height (l/h=2)

The test results belonging to the three frame systems with infill wall length/infill wall height (l/h=2) are examined in this section. The test specimens were the empty frame system N110, the brick wall infilled frame system N111, and the brick wall+plaster infilled frame system N112. The related specimens’ strength envelopes are presented in Figure 7.
Figure 4. Strength Envelopes of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=1)

Figure 5. Rigidity Decreasing Graphics of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=1)

Figure 6. Cumulative Consumed Energy Graphics of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=1)
As seen from Figure 7, the carried maximum horizontal loads were found as 27.15 kN (N110), 45.40 kN (N111), and 65.86 kN (N112), respectively. When the reference empty frame was considered as a base, the increase in the carried horizontal load was 67% for the brick wall infilled system and 142% for the brick wall+plaster infilled system. In the brick wall infilled and brick wall+plaster infilled systems, a general decrease was observed in the carried horizontal load after the second cycle. The rigidity decline graphics obtained from the tests are given in Figure 11.

Looking at Figure 8, while the first cycle rigidity values were 1.21 kN/mm (N110), 3.83 kN/mm (N111), and 4.19 kN/mm (N112), respectively, the rigidities decreased in the subsequent cycles. While the rigidity decrease was more rapid in the brick wall infilled and brick wall+plaster infilled systems, the rigidity decrease in the empty frame system was slower. Generally, the rigidity values in all frame systems in the fifth cycle (δ/H=0.0607) decrease to approximately 0.5 – 0.7 kN/mm. Observations made during the experiments revealed that generally in the fifth cycles (δ/H=0.0607) a lateral buckling began at the bottom ends of the columns. After this cycle, all systems presented empty frame behavior characteristics. In terms of rigidities obtained from the first cycle, when the reference empty frame was considered as a base, the increase in the first cycle rigidities was 216% for the brick wall infilled system and 246% for the brick wall+plaster infilled system.

The cumulative consumed energy graphics are also given in Figure 9. The cumulative consumed energy values after the eighth cycle are 13237 kNmm, 17406 kNmm, and 17886 kNmm, respectively. When the reference empty frame was considered as a base, the increase in the cumulative consumed energy became 31% for the brick wall infilled system and 35% for the brick wall+plaster infilled system.

4.1.3 Frame systems with infill wall length/infill wall height (l/h=1/2)

The test results belonging to three frame systems with infill wall length/infill wall height (l/h=1/2) are examined in this section. The test specimens are the empty frame system N110, brick wall infilled frame system N111, and the brick wall+plaster infilled frame system N112. The related specimens' strength envelopes are presented in Figure 10. The carried maximum horizontal loads were found to be 12.97 kN (N110), 23.64 kN (N111), and 28.60 kN (N112), respectively. When the reference empty frame was considered, the increase in the carried horizontal load was 82% for the brick wall infilled system and 121% for the brick wall+plaster infilled system.

Figure 7. Strength Envelopes of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=2)
Figure 8. Rigidity Decreasing Graphics of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=2)

Figure 9. Cumulative Consumed Energy Graphics of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=2)

The rigidity decrease graphics obtained from the specimen tests are given in Figure 11. While the first cycle rigidity values were 0.38 kN/mm (N110), 1.05 kN/mm (N111), and 1.18 kN/mm (N112), respectively, the rigidities decreased in the subsequent cycles. While the rigidity decrease was more rapid in the brick wall infilled and brick wall+plaster infilled systems, the rigidity decrease in empty frame system was slower. After the sixth cycle ($\delta/H=0.0374$) the decrease in rigidity values of all frame systems was slowed and the rigidity values decreased approximately to 0.15 – 0.40 kN/mm. In terms of rigidities obtained from the first cycle, when the reference empty frame was considered as a base, the increase in the first cycle rigidities was 176% for the brick wall infilled system and 210% for the brick wall+plaster infilled system.

The cumulative consumed energy graphics determined from the tests are also given in Figure 12. The cumulative consumed energy values after the ninth cycle are 2991 kNmm (N110), 5871 kNmm (N111), and 7429 kNmm (N112), respectively. When the reference empty frame was considered as a base, the increase in the cumulative consumed energy was 96% for the brick wall infilled system and 148% for the brick wall+plaster infilled system.
Figure 10. Strength Envelopes of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=1/2)

Figure 11. Rigidity Decreasing Graphics of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=1/2)

Figure 12. Cumulative Consumed Energy Graphics of Frame Systems with Infill Wall Length/Infill Wall Height (l/h=1/2)
4.2 The Effect of Infill Wall Characteristic on the Behavior of the Frame Systems

4.2.1 Empty frame systems

The results belonging to three tested empty frames with various dimensions are examined in this section. The related test specimens are N110 (l/h=1), N110 (l/h=2), N110 (l/h=1/2) frame systems of single story-single span and length/height ratios are respectively 1, 2, and ½. These specimens’ strength envelopes are given in Figure 13.

As seen from Figure 13, the carried maximum horizontal load values were 32.37 kN, 27.15 kN, and 12.97 kN, respectively. The l/h = 2 frame system carries a 84% ratio and the l/h = ½ frame system carries a 40% ratio of the reference l/h=1 frame system’s horizontal load.

The rigidity decline graphics determined from the aforementioned specimen tests are given in Figure 14. While the first cycle rigidity values were 1.17 kN/mm, 1.21 kN/mm, and 0.38 kN/mm, respectively, the rigidities decreased in the subsequent cycles. Considering the first cycle rigidities determined from the first cycle, the l/h=2 frame system had a 103% ratio and the l/h= ½ frame system has a 61% ratio of the l/h=1 frame system’s starting rigidity value.

The first cycle rigidities decreased rapidly in the progressive cycles, in which the l/h=1 and l/h=2 frame systems had a value of 0.40 kN/mm in the eighth cycle, and the l/h= ½ frame system had a value of 0.15 kN/mm in the ninth cycle.

The cumulative consumed energy graphics obtained from the tests of the mentioned specimens are also given in Figure 15. It indicates that the cumulative consumed energy values are 10878 kNmm and 13237 kNmm for the (l/h=1) and (l/h=2) frame systems, respectively, at the end of the eighth cycle and 2991 kNmm for the (l/h= ½) frame system at the end of the ninth cycle.

In terms of consumed energy, the l/h=2 frame system consumed 22% more energy than the l/h=1 frame system. Again (at the level of $\delta/H=0.0277$), the l/h= ½ frame system consumed 63% of the energy of the l/h=1 frame system.

![Figure 13. Strength Envelopes of Frame Systems with No Infill Wall](image-url)
4.2.2 Brick wall infilled frame systems

The results of three tested brick wall infilled frame systems with various dimensions are investigated in this study. These test specimens were brick wall infilled frame systems with dimensions of (l/h=1), (l/h=2) and (l/h=½). Their strength envelopes are given in Figure 16. As seen from Figure 16, the carried maximum horizontal loads were found as 41.42 kN, 45.40 kN, and 23.64 kN, respectively. When the reference empty frame was considered as a base, the increase in the carried horizontal load was 82% for the brick wall infilled system and 121% for the brick wall+plaster infilled system. The l/h=2 frame system carries 110% and the l/h=½ frame system carries 57% of the horizontal load of the reference l/h=1 frame system.

The rigidity decline graphics obtained from the aforementioned specimen tests are given in Figure 17. While the first cycle rigidity values were 2.55 kN/mm, 3.83 kN/mm, and 1.05 kN/mm (N112), respectively, the rigidities decreased in the subsequent cycles. While the rigidity decrease was more rapid in the (l/h=1) and (l/h=2) specimens, it was slower in other specimens. Considering the first cycle rigidities determined from the first cycle, the l/h=2 frame system has 150% and the l/h=½ frame system has 41% of the starting rigidity value of the l/h=1 reference frame system. First cycle rigidities rapidly decreased in progressive cycles in which the 0.30 kN/mm value was reached in the single story-single span l/h=1 and l/h=2 frame systems in the eighth cycle, and 0.15 kN/mm in the l/h=½ frame system in the ninth cycle.
The cumulative consumed energy graphics obtained from these specimens’ tests are also presented in Figure 18. It indicates that the cumulative consumed energy values after the eighth cycle were 14877 kNmm and 17406 kNmm, respectively for the \( l/h=1 \) and \( l/h=2 \) frame systems, and 5871 kNmm after the ninth cycle for the \( l/h=\frac{1}{2} \) frame system.

In terms of consumed energy, the \( l/h=2 \) frame system consumed 17% more energy than the \( l/h=1 \) frame system. Again (at level of \( \delta/H=0.0277 \)), the \( l/h=\frac{1}{2} \) frame system consumed 70% of the energy of the \( l/h=1 \) frame system.

![Figure 16. Strength Envelopes of Frame Systems with Infill Brick Wall](image1)

![Figure 17. Rigidity Decreasing Graphics of Frame Systems with Infill Brick Wall](image2)

![Figure 18. Cumulative Consumed Energy Graphics of Frame Systems with Infill Brick Wall](image3)
4.2.3  **Brick wall+plaster infilled frame systems**

The results of three brick wall+plaster infilled frame systems tested in this study and with various dimensions are investigated in this section. The test specimens are the brick wall+plaster infilled frame systems with dimensions of \((l/h=1)\), \((l/h=2)\), and \((l/h=\frac{1}{2})\). The strength envelopes of these specimens are given in Figure 19. The carried maximum horizontal loads were found as 56.92 kN, 65.86 kN, and 28.60 kN, respectively. The \(l/h=2\) frame system carried 116%, and the \(l/h=\frac{1}{2}\) frame system carried 50% of the horizontal load of the \(l/h=1\) reference frame system.

The rigidity decline graphics obtained from the specimen tests are given in Figure 20. While the first cycle rigidity values were 3.06 kN/mm, 4.19 kN/mm, and 1.18 kN/mm, respectively, the rigidities decreased in the subsequent cycles. Considering the first cycle rigidities determined from the first cycle, the \(l/h=2\) frame system has 136%, and the \(l/h=\frac{1}{2}\) frame system has 39% of the starting rigidity value of the \(l/h=1\) reference frame system. First cycle rigidities rapidly decreased in progressive cycles in which the 0.15-0.45 kN/mm interval was obtained for the \(l/h=1\) and \(l/h=2\) frame systems in the eighth cycle and a value of 0.18 kN/mm was obtained for the \(l/h=\frac{1}{2}\) frame system in the ninth cycle.

The cumulative consumed energy graphics obtained from these specimens’ tests are given in Figure 21. Examining Figure 24, the cumulative consumed energy values after the eighth cycle are 17978 kNmm and 17886 kNmm, respectively, for the \((l/h=1)\) and \((l/h=2)\) frame systems, and 7429 kNmm after the ninth cycle for the \((l/h=\frac{1}{2})\) frame system.

In terms of consumed energy, the \(l/h=2\) frame system consumed 14% less energy than the \(l/h=1\) frame system. Again (at level of \(\delta/H=0.0277\)), the \(l/h=\frac{1}{2}\) frame system consumed 70% of the energy of the \(l/h=1\) frame system. The obtained test results are given in Table 2.
Figure 21. Cumulative Consumed Energy Graphics of Frame Systems with Brick Wall+Plaster Infilled Wall

Table 8. Tabulation of Experimental Results

*(CC) denotes failure with compression crush, (OTC) failure with oblique tensional crack and (SFF) steel frame failure.

<table>
<thead>
<tr>
<th>Specimens</th>
<th>Experimental Maximum Lateral Load</th>
<th>Ultimate Rigidity</th>
<th>Energy Consumed at the End of the Test</th>
<th>Failure Type*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Load (kN) (δ/H)</td>
<td>Rigidity (kN/m) (δ/H)</td>
<td>Cumulative Consumed Energy (kNmm)</td>
<td>Cumul. Σ(δ/H)</td>
</tr>
<tr>
<td>N110</td>
<td>32.37 0.099 1.46 0.40 0.0994 10878 0.422</td>
<td>SFF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N111</td>
<td>41.42 0.024 10.75 0.23 0.1108 14877 0.437</td>
<td>OTC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N112</td>
<td>56.92 0.0247 19.30 0.15 0.0986 17978 0.416</td>
<td>OTC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N110</td>
<td>27.15 0.072 1.28 0.23 0.1115 13237 0.435</td>
<td>SFF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N111 (l/h=2)</td>
<td>45.50 0.0241 13.20 0.33 0.1019 17406 0.437</td>
<td>OTC-CC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N112 (l/h=2)</td>
<td>63.23 0.0243 25.80 0.33 0.1323 17886 0.439</td>
<td>CC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N110 (l/h=1/2)</td>
<td>12.91 0.0310 0.46 0.13 0.0538 2991 0.285</td>
<td>---</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N111 (l/h=1/2)</td>
<td>23.64 0.0244 3.72 0.13 0.0560 5871 0.275</td>
<td>OTC-CC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N112 (l/h=1/2)</td>
<td>28.60 0.0322 6.10 0.17 0.0552 7429 0.281</td>
<td>OTC-CC</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5. DISCUSSION OF RESULTS AND CONCLUSION

The results obtained by the experimental study are given in the following;

1. The lateral stiffness, lateral load-bearing, and energy consumption capacities of the steel frame under lateral loading considerably increased with the aid of the infill walls of various structural characteristics.
   - Depending on the L/h ratio, the unplastered and plastered infill walls increased the lateral load-bearing capacity of empty steel frames by 28% - 82% and 76% - 142% proportions, respectively.
   - Depending on the L/h ratio, the unplastered and plastered infill walls increase the initial stiffness values of empty steel frames by 118% - 216% and 160% - 246% proportions, respectively.
   - Similarly, again depending on the L/h ratio, the unplastered and plastered infill walls increase the cumulative consumed energy values of empty steel frames by 31% - 96% and 35% - 148% proportions, respectively.

2. The horizontal stiffness, lateral load-bearing, and energy consumption capacities of the frame systems are considerably affected due to the varying infill wall length/height (l/h) ratio.

3. The lateral load-bearing capacity increases when the infill wall length/height (l/h) ratio is greater than 1 and considerably decreases when (l/h) < 1.

4. As seen from the tests, the plaster application on brick walls considerably increases the lateral stiffness, energy consumption, and horizontal failure load characteristics of the infilled frame systems. Therefore, the plastering process should be absolutely required for practical applications.
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ABSTRACT: Over twenty six percent of the bridges in the United States are structurally deficient or functionally obsolete. Corrosion of steel used in structures like bridges and buildings is a problem that has gained increased interest and focused concern. Steel is often the metal that is preferred for use in such applications due to a synergism of ease of availability, acceptable mechanical properties and cost effectiveness. Through the years, titanium has grown in strength, stature and significance to be recognized as an emerging high performance metal that is both stronger and lighter than steel. A distinctive property of titanium and its alloys is its non-corrosive nature. However, a major drawback in the selection and use of pure titanium or its alloy counterpart is the prohibitively high cost. Therefore, it may be possible to combine steel and pure titanium and/or its alloy in structures by restricting steel for bulk of the structure and selectively using titanium and its alloys for the critical but low volume elements, such as, gusset plates and bearings. A hybrid use of titanium in conjunction with steel for structural members will result in better performance while concurrently proving to be both cost-effective and economically affordable. The synergistic use of structural steel and titanium in close proximity with each other could result in accelerated corrosion of steel in the immediate vicinity of titanium. The corrosion performance of titanium plates coupled with steel members is presented. A few viable strategies for minimizing galvanic coupling effects between steel and titanium are discussed. Corrosion experiments were conducted to measure the severity of corrosion when titanium and steel form a galvanic couple, and copper and steel was a comparative system. The study revealed that adequate precautions are needed to minimize localized corrosion when titanium gusset plates are coupled with structural steel members.
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1. INTRODUCTION

The annual highway bridge inventory (e.g., ASCE Report Card [1]) has time and again revealed that more than 20 percent of bridges in the United States are structurally deficient or functionally obsolete due to deterioration related to aging. The poor health of the infrastructure can be devastating both in terms of human toll and economic impact. Failures can be minimized or obviated through a judicious combination of appropriate choice of materials and adoption of novel and innovative structural design. A gradual loss of cross-sectional properties due to corrosion of structural steel members or connections is a well known phenomenon that has for long been documented (Figure 1). However, steel continues to be the most preferred, widely chosen and used material for cost-sensitive structures primarily because of its ease of availability, affordability, acceptable mechanical properties, familiarity, and technology readiness.

In highway bridges, the key elements that exert a noticeable influence on effective functioning of the structure are the joints between different members. Joints are often made from an assemblage of plates. Examples of connection elements or "gusset plates" that serve to connect the ends of truss members involved using structural fasteners are shown in Figure 2. Fasteners used in newer structures are mostly bolts; and rivets were mostly used in the older structures. Failure of the joints in a bridge truss due to a gradual loss of strength as a direct consequence of environmental
degradation or corrosion can be devastating. This necessitates the need to improve the performance of gusset plates through an observable reduction of corrosion-related deterioration coupled with a concurrent increase in structural strength. Furthermore, failure of the joints, or connections, is often rapid and brittle, and the consequences can be catastrophic when compared to failure of the structural member.

Figure 1. Corrosion Affected Elements of a Steel Bridge

In the last three decades, i.e., since the early 1980s, titanium has progressively gained increased importance based on both need and significance. This culminated in the titanium metal and its alloy counterparts being recognized as modern high performance metals that are both stronger and lighter than many of the most widely chosen and preferentially used steels in the industry. The applications span a spectrum of both load-bearing and even non load-bearing applications. Another attractive property of pure titanium metal and its alloy counterparts is its non-corrosive nature. A recent study on built-up welded beams made from both pure titanium metal and a titanium alloy demonstrated the potential for viable use of welded structures for both the defense-related and civilian applications [2-5].
On account of its light weight, excellent corrosion resistance, high strength, attractive fracture behavior coupled with high melting point, titanium is often chosen and used in a spectrum of industries dealing with both performance-critical and non-performance critical components and has gradually grown to become one of the most important non-ferrous metals for load-bearing applications. At temperatures below 300°C, alloys of titanium present good formability coupled with high mechanical strength. One such alloy is Ti-6Al-4V. This alloy is often chosen and used primarily because of its excellent tensile strength and fatigue strength, adequate ductility, acceptable fracture toughness and overall good resistance to corrosion. Despite its superior structural performance and corrosion resistance, it is not cost effective to use pure titanium metal and its alloys for large structures, such as bridges. However, it may be possible to use structural steel for the main members of a large structure in combination with pure titanium metal or its alloy counterpart for the critical but low volume locations, such as: (i) connections, (ii) bearings, and (iii) similar elements.

The likelihood of failure of a gusset plate and the concomitant collapse of a bridge may be minimized if the gusset plates are made from non-corrosive and high strength pure titanium metal or its alloy counterpart. The use of titanium for the entire bridge structure is not practical at this time. However, it is feasible to provide titanium gusset plates in a bridge structure primarily because of the small tonnage of the gusset plates relative to the entire structure. This implies that the main members are made from the routinely used structural steel, but the connections are made from either pure titanium or its alloy counterpart. The structural performance of gusset plates made from pure titanium metal and its alloy counterpart has been the subject of a recent study, which demonstrated titanium gusset plates to be both structurally sound and an economically viable alternative to the use of steel gusset plates [6-8].

The proposed solution will necessitate the need for a synergistic use of structural steel and titanium in close proximity to each other. Use of these two metals could lead to potential galvanic effect that serves to exacerbate conditions that are conducive for the corrosion of steel. Such a problem can be overcome by isolating the parts from each other either through the prudent use of coatings or a physical barrier, i.e., a transition piece. This kind of mixing coupled with the use of a transition piece will invariably necessitate the need to use fasteners (structural bolts). The use of bolted non-corrosive high strength titanium gusset plates in highway bridges can be a potentially viable solution to minimize gusset plate failures that can occur either due to corrosion related deterioration, or inadequate strength.

The primary objective of this study was to investigate viable and prudent alternatives for isolating pure titanium metal and its alloy counterpart along with the steel parts so as to minimize or even prevent the occurrence of accelerated galvanic corrosion of steel. The specific objective of this study was to evaluate and concurrently establish a viable method to isolate titanium gusset plates from the surrounding steel elements in a connection in order to prevent the triggering of accelerated galvanic corrosion, while concurrently assessing the effects of coupling two dissimilar metals, i.e., steel and titanium. Despite high cost, the corrosion resistance of pure titanium and its alloys is an important consideration in its selection as an economical and viable structural material with acceptable mechanical properties. Titanium provides excellent corrosion resistance in a range of environments under varying degree of aggressiveness due to the stable, protective and adherent titanium di-oxide film that forms instantly when a fresh surface of the metal is exposed to a moisture-containing environment, be it aqueous or gaseous [9, 10]. Titanium is preferred due to its immunity to “MIC” (Microbiologically Influenced Corrosion). At temperatures below 180°F (82°C), the occurrence of both crevice corrosion and pitting corrosion are mostly non-existent [10]. Furthermore, the pure metal and its alloy counterparts are immune to stress corrosion cracking (SCC) for bridge exposure conditions, and the strength loss due to corrosion fatigue resistance is
minimal. The adherent titanium dioxide film that forms on the surface acts as an excellent barrier to the ingress of hydrogen gas. However, when titanium is coupled with other metals, there occur conditions that are “locally” conducive for the initiation of galvanic corrosion. Due to the nobility of titanium in the galvanic series, the logic of coupling titanium with other dissimilar metals will only tend to accelerate corrosion of the other metal in the couple.

Dissimilar metal joints of titanium and steel with parts in intimate contact and susceptible to galvanic corrosion were investigated in this study. For the case of a steel structure in close proximity to titanium, steel would be anodic and more active (corrosion prone) when compared to titanium. Electrical isolation of the two metals is a means to eliminate galvanic corrosion and to ensure that no accelerated corrosion of steel is due to the titanium. A careful review of the published literature was conducted and is used to identify the corrosion data for steel and titanium joints while concurrently providing useful information related to viable techniques for isolation. In general, isolation of two dissimilar metals may be accomplished by using: (i) several coats of a zinc-rich primer, (ii) bituminous paint, and in some instances (iii) a high performance isolation tape. The structural performance of a primer, paint or tape is up until now untested and is susceptible to both wear and tear.

The effects of aggressive environmental conditions on (a) titanium, and (b) dissimilar metal combinations with pure titanium or its alloy counterpart as one of the metals in a joint can generally be categorized into two types [9-23]:

(a) Galvanic Corrosion
(b) Hydrogen-Induced Damage

These two topics are briefly reviewed in this paper. A brief discussion is included on aspects pertinent to the crevice corrosion experienced by dissimilar metals. An experimental evaluation of mixed-mode use of titanium in synergy with steel is presented and briefly discussed. Copper/steel galvanic action was included as a comparative system, since copper has a well known and strong galvanic action on steel. The results of galvanic corrosion tests are included along with the precautions that need to be taken in order to either prevent or minimize problems due to corrosion related to coupling of pure titanium and/or its alloys with structural grade steel.

2. GALVANIC CORROSION

In the case of a steel structure using titanium gusset plates, steel would be expected to be anodic (more active and corrosion prone) when compared to titanium. Therefore, isolation of the two metals may be necessary in order to ensure adequate long-term performance of the structure that contains titanium gusset plates while remaining sections of the structure are made from structural steel. A brief review of the existing literature is presented in this section to identify existing corrosion data specific to steel and titanium joints and the potential use of possible isolation techniques [12-22, 24].

Galvanic corrosion happens due to the different electric potentials exhibited by dissimilar metals. When these metals are placed in contact with each other, in the presence of an electrolyte, a galvanic couple is formed due to a tendency of the electrons to flow from the more negative metal (anode) to the more positive (cathode) of the two metals. This is an important aspect to be taken into consideration when attempting to join titanium to another metal because titanium is essentially cathodic relative to a large majority of the other metals it is likely to come in contact with. If proper steps to account for and minimize galvanic corrosion are not taken, both the integrity and useful life of the structure are likely to be compromised.
If the area of titanium (cathode) is noticeably large relative to that of the other metal, severe galvanic corrosion will occur. If the need for dissimilar joints is inevitable, it is best to: (i) use two metals that are close to each other in the galvanic series, (ii) insulate the joint, and (iii) provide cathodic protection. Use of large areas of the less noble metal coupled with heavy sections to allow for reduced corrosion has also been recommended [24]. However, such approaches tend to defeat the very purpose of using titanium gusset plates.

An important consideration with specific reference to the severity of galvanic corrosion is physical separation between the two metals in the galvanic table. A typical galvanic series is summarized in Table 1 for metals in sea water from US Army Missile Command Report RS-TR-67-11, “Practical Galvanic Series” [24]. The table related to the galvanic data provides useful guidance with respect to selecting metals to be joined, such that metals having a minimal tendency to interact galvanically can be coupled with minimal galvanic effects. Alternatively, the table also provides useful information on both the need and degree of protection required to minimize the anticipated galvanic interactions. The closer a metal is to another in the galvanic series, the more compatible will be the two metals that are close to each other in the galvanic series, (ii) insulate the joint, and (iii) provide cathodic protection. Use of large areas of the less noble metal coupled with heavy sections to allow

### Table 1. Galvanic Table from MIL-STD-889 [Reference 24]

<table>
<thead>
<tr>
<th>Active (Anodic)</th>
<th>Active (Anodic)</th>
<th>Active (Anodic)</th>
<th>Active (Anodic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Magnesium</td>
<td>24. Al 2014-0</td>
<td>47. Uranium 8% Mo.</td>
<td>70. Silicone Bronze 655</td>
</tr>
<tr>
<td>4. Zinc (hot-dip, die cast, or plated)</td>
<td>27. Tin (plated)</td>
<td>50. Muntz Metal 280</td>
<td>73. Stainless steel 321 (passive)</td>
</tr>
<tr>
<td>5. Beryllium (hot pressed)</td>
<td>28. Stainless steel 430 (active)</td>
<td>51. Brass (plated)</td>
<td>74. Stainless steel 201 (passive)</td>
</tr>
<tr>
<td>6. Al 7072 chd on 7075</td>
<td>29. Lead</td>
<td>52. Nickel-silver (18% Ni)</td>
<td>75. Stainless steel 286 (passive)</td>
</tr>
<tr>
<td>10. Cadmium (plated)</td>
<td>33. Copper (plated, cast, or wrought)</td>
<td>56. Red Brass</td>
<td>79. Carpenter 20 (passive)</td>
</tr>
<tr>
<td>11. Uranium</td>
<td>34. Nickel (plated)</td>
<td>57. Stainless steel 347 (active)</td>
<td>80. AM355 (passive)</td>
</tr>
<tr>
<td>13. Al 5052-0</td>
<td>36. Tantalum</td>
<td>59. Copper-nickel 715</td>
<td>82. Titanium 5Al, 2.5 Sn</td>
</tr>
<tr>
<td>15. Al 546-6, H353</td>
<td>38. Stainless steel 310 (active)</td>
<td>61. Stainless steel 202 (active)</td>
<td>84. Titanium 6Al 4V (solution treated and aged)</td>
</tr>
<tr>
<td>17. Al 1100-0</td>
<td>40. Stainless steel 304 (active)</td>
<td>63. Monel 400</td>
<td>86. Titanium 8Mn</td>
</tr>
<tr>
<td>18. Al 3003-H25</td>
<td>41. Stainless steel 430 (active)</td>
<td>64. Stainless steel 201 (active)</td>
<td>87. Titanium 13W, 11Cr, 3AI (solution heat treated and aged)</td>
</tr>
<tr>
<td>19. Al 6061-T6</td>
<td>42. Stainless steel 410 (active)</td>
<td>65. Carpenter 20 (active)</td>
<td>88. Titanium 75A</td>
</tr>
<tr>
<td>20. Al A360 (die cast)</td>
<td>43. Stainless steel 17-7PH (active)</td>
<td>66. Stainless steel 321 (active)</td>
<td>89. AM355 (passive)</td>
</tr>
<tr>
<td>21. Al 7075-T6</td>
<td>44. Tungsten</td>
<td>67. Stainless steel 316 (active)</td>
<td>90. Silver</td>
</tr>
<tr>
<td>22. Al 6061-0</td>
<td>45. Niobium (columbium) 1% Zr</td>
<td>68. Stainless steel 309 (active)</td>
<td>91. Gold</td>
</tr>
<tr>
<td>23. Indium</td>
<td>46. Brass, Yellow, 268</td>
<td>69. Stainless steel 17-7PH (passive)</td>
<td>92. Graphite</td>
</tr>
</tbody>
</table>

End - Noble (Less Active, Cathodic)
The Galvanic Table (Table 1) lists metals in the order of their relative activity when exposed to seawater environment. The list begins with the more active (anodic) metal and proceeds down to the least active (cathodic) metal of the galvanic series [24]. The galvanic series in the table applies to an electrolyte solution that is representative of seawater. The series will however be different for other types of solutions.

Another important consideration for the galvanic effect is kinetic factors. Table 1 shows the tendency of possible galvanic effects thermodynamically. The galvanic effect also depends on reaction kinetics of both the anode and the cathode. For example, the potential difference between stainless steel and aluminum is larger than that of carbon steel and aluminum. However, a stronger galvanic effect is found to exist between carbon steel and aluminum couple. [25].

The environment to which the metals will be exposed is also an important consideration. Stainless steel and aluminum are far apart in the galvanic series, and the potential difference is on the order of 650 mV. However, for applications in ambient temperature (298 K) and laboratory air (Relative Humidity of 55 pct), the occurrence of galvanic corrosion is unusual [26]. For galvanic corrosion to occur, it is essential for the following three conditions to exist:

(i) Metals of dissimilar electric potentials must be present.
(ii) There must be an electrically conductive path between the two metals.
(iii) Both metals must be in contact with a continuous electrolyte.

When the two metals are in direct contact with each other, there is a tendency for the electrons to flow from the anodic metal to the cathodic metal. A progressive loss of electrons from the anodic metal causes the release of positive ions into the electrolytic solution, thereby corroding the anode. The additional electrons that are gained by the cathodic metal are consumed by an electrochemical reduction reaction. Two of the most common reactions that are favored to consume electrons at the cathode are the following:

(i) In acidic solutions, the reduction of hydrogen:

\[ 2H^+ + 2e^- \xrightarrow{\text{yields}} H_2 \text{(gas)} \]

(ii) In neutral or alkaline solutions, the reduction of oxygen:

\[ 2H_2O + 4e^- + 4e^- \xrightarrow{\text{yields}} 4OH^- \]

The rate at which galvanic corrosion occurs is often influenced by several concurrent and mutually competing factors to include the following [27]:

(a) Location of the two metals in the galvanic series and the electrolytic medium to which they are being exposed to.
(b) The relative surface areas of the two metals in use.
(c) Both the nature and kinetics of reactions occurring on the surfaces of the two chosen metals.
(d) The nature and conductivity of the electrolyte.

Galvanic corrosion is not easily favored to occur if any one of these conditions does not exist. By eliminating any one or combination of these conditions, the electric circuit is broken and the electrochemical reactions responsible for galvanic corrosion cannot easily proceed. The most effective steps taken to prevent galvanic corrosion are often those taken during the design of the structure [27].

\[ \text{Galvanic Table (Table 1)} \]

\[ \text{The list begins with the more active (anodic) metal and proceeds down to the least active (cathodic) metal of the galvanic series [24]. The galvanic series in the table applies to an electrolyte solution that is representative of seawater. The series will however be different for other types of solutions.} \]
3. PREVENTION OF GALVANIC CORROSION ON A STEEL/TITANIUM COUPLE: A FEW OPTIONS

It is preferred to avoid the selection of multiple metals during the design process. Selecting metals that have minimal difference in galvanic potential plays a key role in minimizing corrosion related problems. In situations where this is not possible, it is important to minimize the ratio of exposed surface area of the cathode to the anode. Copper/steel galvanic action is a classic case to demonstrate this. Steel bolts (more active) in a copper plate are subject to intense galvanic action, i.e., large cathode (copper) and small anode (steel). Whereas, copper bolts in a steel plate, while not desirable, have a lesser detrimental galvanic effect on steel because the anode has a larger surface area than the cathode.

Electrically insulating the anode from the cathode is another effective method to break the galvanic circuit and concurrently prevent the occurrence of galvanic corrosion. This is often achieved through the selective use of both non-conductive spacers and sleeves for situations where corrosion of the bolts is of concern. In many practical situations, use of this method of prevention may not be feasible since a large mechanical stress has to be either transferred or sustained across the two metals, and this will tend to damage the weaker material of the insulator.

Prevention of galvanic corrosion can also be achieved by exercising care to isolate the metal junction from the environment containing the electrolyte. Frequently this is made possible by applying a moisture resistant paint or moisture displacing grease on the surfaces both at and immediately surrounding the junction, thus keeping it free of contact with the electrolyte [28]. The effectiveness of this method is dependent on both the maintenance and upkeep of the coatings. Minor imperfections in the paint system can lead to a progressive intensification of corrosion that occurs “locally”, such as an imperfection, resulting in initiation and rapid progression of degradation of the protective coating.

One other attractive method that has been used to reduce galvanic corrosion on a certain metal is to take advantage of the nature of galvanic corrosion and to introduce a third metal that is more anodic into the galvanic circuit. When this is done, the third metal will selectively corrode, sparing the other two cathodic metals from environmental attack and concomitant degradation. For example, in marine environments for immersed structures, zinc anodes are used to offset the detrimental galvanic action on steel by copper alloys. The zinc, being more anodic than the other metals used in the structure behaves in a sacrificial manner, thereby preventing the occurrence of corrosion of the other two metals. If the zinc anodes are continuously replaced, then the other metals used in the structure will be spared from environmental attack and resultant degradation through corrosion.

The key determinant in the conjoint use of steel and titanium (be it pure or alloy counterpart) is the presence of moisture. The initiation and occurrence of galvanic corrosion can be minimized if moisture can be prevented from entering the metal joints. One effective and commonly used method to prevent the penetration of moisture into a gusset plate joint is to seal the joint using a suitable polymer or any other commercially available sealant subsequent to installation of the bolts. Also, for the purpose of minimizing corrosion, it is essential to avoid having a small area of the anode relative to the area of the cathode. A few other methods of protection exist and are available in the published literature. For example, Erb [24] provided a number of viable recommendations to minimize both the initiation and progress of galvanic corrosion. A few of his essential recommendations are:

1. Sacrificial—Apply a sacrificial coating having a potential similar to or near that of the anodic member to the cathodic member.
2. Sealing – Make the surfaces essentially impervious to water by sealing.
3. Resistance - Increase the resistance of the electrical circuit by either painting or coating of all the surfaces.
4. To use a large area for the anode, this will reduce the galvanic current density on the anode resulting in lowering the level of attack.
5. To design an overall small ratio of cathode-to-anode.

In seawater environment, all exposed edges must be sealed, and an interposing material that is compatible with both the anode and the cathode must be used as the non-compatible material. If allowable, an external joint can be coated on its exterior surface using an effective paint system. It is advisable to utilize as many corrosion protection techniques as possible, since the intrinsic effects of each protection technique would provide substantially better protection when compared to the use of any one technique.

Special consideration must be given to both the material and protection of bolts in a dissimilar material couple, as they are easily susceptible to corrosion and often of critical importance to the overall integrity of the connection. If the bolts are made of mild steel, they are exposed to the possibility of intense corrosion and resultant degradation essentially due to the relatively high surface area ratio of titanium to steel present in a bolted connection. Ideally, the bolts in such a situation would be made of the cathodic metal, which in this case is titanium. Another, more feasible recommendation would be to use stainless steel or galvanized bolts for this application. The galvanic behavior of stainless steel is quite similar to that of titanium so as to minimize both the initiation and occurrence of galvanic corrosion under normal operating temperatures. Galvanized steel provides a sacrificial coating of zinc on steel bolts, which will tend to preserve the underlying metal for a fixed time period until the zinc gradually corrodes away.

Substantial additional protection can also be provided using a coating of paint having low moisture/oxygen permeability. This would tend to effectively isolate the joint of the two metals from the electrolyte (even ambient air qualifies as an electrolyte once the humidity reaches a certain level), and thereby minimize the effects of galvanic corrosion. Periodic inspection coupled with maintenance of the paint would be both essential and necessary to prevent spot degradation, as this leads to intensified corrosion of the steel that is exposed at these locations. The type of paint to be used and its composition will vary based on: (i) nature of the environment to which the metal will be exposed, and (ii) performance expected from the coating. Often these requirements are unique to a specific project and the application of a coating is often dictated on a case-by-case basis.

4. HYDROGEN CRACKING IN TITANIUM-BASED ALLOYS

In most situations, titanium can be safely chosen and used without any problems in hydrogen-containing environments and under conditions where galvanic couples or cathodic protection systems favor exposure of the metal surface to gaseous hydrogen. However, there have been a few failures linked to hydrogen embrittlement caused by the formation and presence of hydrides. In most cases, the oxide film which covers the surface of titanium provides an effective barrier to the penetration of hydrogen. However, titanium has the tendency to easily absorb hydrogen from hydrogen-containing environments under some circumstances [9].

At temperatures below 170°F (77°C), the formation of hydrides tends to occur slowly and has minimal to no practical significance except in conjunction with a high tensile stress. In the presence of trace amounts (about 2%) of moisture in the hydrogen gas, passivation of the titanium metal is favored to occur such that absorption of hydrogen is prevented even at high pressures and
temperatures. A serious problem occurs when cathodically impressed or galvanically-induced currents generate atomic (nascent) hydrogen directly on the surface of the titanium metal (be it pure metal or alloy counterpart) [9].

Careful laboratory investigations and experiments have demonstrated the following three conditions to exist simultaneously for the purpose of hydriding the unalloyed titanium [9]:

1. pH of the solution is less than 3, the metal surface is damaged by abrasion, or the impressed potentials are more negative than -0.7V.
2. The temperature is above 170°F (77°C) or else only surface hydride films will tend to form, which do not adversely affect the properties of the base metal. The occurrence of failure due to hydriding is rarely encountered below this temperature.
3. There must be a mechanism for generating hydrogen. This may be through the following mechanisms: (i) galvanic couple, (ii) cathodic protection by impressed current, (iii) corrosion of titanium, and (iv) dynamic abrasion of the surface with sufficient intensity to depress the metal potential below that required for the spontaneous evolution of hydrogen.

Most of the hydriding related failures experienced by the titanium metal that have occurred while in service can be explained on this basis [29-31]. Hydriding can be either avoided or retarded by altering at least one of the three conditions listed above.

Titanium and its alloys are considered to be reasonably resistant to chemical attack. However, when exposed to a hydrogen-containing environment, both hydrogen cracking and hydrogen-induced secondary phase formation may occur. For example, Tal-Gutelmacher and Eliezer in their independent study [18] found that the fully-lamellar microstructure almost always had a tendency for higher hydrogen absorption when compared to the alloys having a duplex (i.e., α+β) microstructure. The hydrogen-induced damage experienced by both pure titanium metal and its alloy counterparts was characterized by a noticeable loss of ductility coupled with a concurrent reduction in the stress-intensity threshold for crack propagation. The presence of significant amounts of the β-phase coupled with the formation and presence of the brittle titanium hydride phases resulted in severe degradation of both the mechanical and fracture behavior of the chosen alloys. These researchers also observed that upon exposure to an electrochemical hydrogen environment, strain was induced in both the as-fabricated and/or as-received specimens and the aged counterpart [23]. Their study provided the following useful information [23]:

1. Due to its affinity for hydrogen, the occurrence of hydrogen-induced cracking in titanium was observed upon exposure to a hydrogen-containing environment.
2. The key mechanism that governed hydrogen-induced cracking was the formation and presence of brittle titanium hydride phases.
3. For the case of the widely preferred, chosen and used Ti-6Al-4V alloy, the severity of hydrogen-induced cracking depended on the amount of β-phase present in the microstructure.

5. CREVICE CORROSION OF SIMILAR AND DISSIMILAR COUPLING OF TITANIUM AND ITS ALLOYS

In this section, the key and relevant findings from a few studies conducted by others on crevice corrosion are briefly summarized.
5.1 Corrosion of Metal Crevices in the Engineered Barrier System of a Potential Nuclear Waste Repository

Crevice corrosion is favored to occur when the corrosion potential ($E_{corr}$) exceeds the repassivation potential for crevice corrosion ($E_{crev}$). The purpose of research done by He and co-workers [14] was to evaluate the specific role of both similar and dissimilar metal-to-metal crevices on the corrosion behavior of: (i) Type 316L stainless steel, (ii) Titanium Grade 7, (iii) mill-annealed Alloy 22, and (iv) welded plus solution annealed Alloy 22, under simulated environmental conditions.

In the test assembly, the crevice specimen was sandwiched between two serrated washers, a bolt, and a nut. The crevice specimen was machined from a certain metal, while the serrated washers, bolt, and nut were machined from a dissimilar metal. The initiation of crevice corrosion and propagation occurred by galvanically coupling the crevice specimen to either an alloy (referred to in this study as Alloy 22) or titanium (Grade 7) plate. After adequate time for the propagation of corrosion, these researchers determined the following:

(i) Initiation of crevice corrosion did not occur under the coupling, and
(ii) Initiation of crevice corrosion did not occur even after the addition of a corrosion inducer.

In a companion experiment, the crevice specimen was machined from a welded plus solution annealed alloy (Alloy 22) and titanium (Grade 7) was used as the coupling plate. No crevice corrosion was evident in either of the two specimens.

5.2 Monitoring of Crevice Corrosion in Titanium and its Alloys Using Microelectrodes

Both titanium and its alloys are highly resistant to corrosion primarily because of the tendency to form surface oxide films. For this specific reason, both pure titanium metal and its alloy counterparts are frequently chosen for use in industrial and emerging biomedical applications. However, like most metals, titanium eventually becomes susceptible to crevice corrosion when exposed to environments spanning a range of aggressiveness. Other key factors that exert an influence on crevice corrosion are: (i) temperature, (ii) solution chemistry, and (iii) pH of the solution. Therefore, mechanistic aspects of crevice corrosion in both high chloride-containing and temperature-related conditions were studied by the careful measurement of crevice pH, crevice potential, crevice current, and chloride-ion concentration within a crevice of the titanium metal [16].

Upon successful completion of several monitoring experiments, the tests clearly revealed that the initiation or onset of crevice corrosion in titanium occurred at around 100°C. This initiation was ascribed to a ‘local’ increase in chloride ion content coupled with a concurrent decrease in pH within the crevice as a function of time. Continuation of the crevice corrosion was facilitated by the formation and presence of acidic ions in the crevice of the titanium metal. For the case of pure titanium, the acidity of the crevice environment was found to be high. However, presence of trace amounts of molybdenum in the titanium enables the acidity in the “local” environment to drop due to the creation and presence of a passive film immediately around the crevice. Therefore, the crevice corrosion resistance of a titanium alloy that contained molybdenum was found to be noticeably superior to the crevice corrosion resistance of pure titanium metal.

5.3 Corrosion Behavior of Titanium-Clad Carbon Steel in Weak Alkaline Solutions

Since titanium is well noted for its high corrosion resistance, it can be safely used as a material for a container, which has to hold a high-level radioactive nuclear waste for prolonged period of time.
Pure titanium metal is noted for its ability to offer a high resistance to corrosion since its surface oxide layer is chemically stable. Once the surface of the titanium metal is damaged, an oxide layer tends to form both at and immediately around the damaged area thereby protecting the base metal from the oxygen-containing environment. Researchers have measured the polarization curves for titanium, carbon steel, and titanium-clad carbon steel, which were placed in three different solutions: (a) bentonite-contact solution, (b) sodium sulfate solution, and (c) borate solution [11]. These three solutions were chosen for the purpose of testing primarily because each is representative of environmental concern for exacerbating the initiation and continued occurrence of corrosion.

The researchers used titanium (Grade 2), carbon steel, and titanium-clad carbon steel fabricated using the technique of explosive welding. Optical microscope images of the surface were taken of each of the chosen test specimens. It was observed that the specimens immersed in the solutions containing sulphate ions (SO$_4$) were partially covered with rust (a corrosion product), while test specimens that were immersed in the borate solution revealed no visible change. The amount of corrosion product that formed on the test specimen when exposed to the solution at 353 K was noticeably more than the amount of corrosion product that formed on the specimen surface when exposed to the same solution at ambient temperature (298 K). Upon careful removal of the corrosion products from the surfaces of the exposed specimens, it was observed that the depth of corrosion was not uniform. Also, it was observed that the corrosion loss on steel side of the titanium-clad specimen was noticeably larger than the loss due to corrosion experienced by the steel specimen. These researchers also observed that the steel side of the titanium-clad steel specimen when exposed to the SO$_4$ solution did undergo corrosion, but the same side did not significantly corrode when placed in a solution containing borate solution under open circuit conditions. Also, in the SO$_4$–containing solution, the titanium side of a titanium-clad specimen is cathodically polarized. Therefore, a ‘local’ bimetallic corrosion condition is conducive for accelerating corrosion on the steel side.

5.4 Corrosion and Microstructural Aspects of Dissimilar Joints of Titanium and Type 304L Stainless Steel

Several processes for the joining of dissimilar metals, such as 304L stainless steel and Titanium Grade 2, in an attempt to produce joints having adequate strength, ductility, and corrosion resistance have also been examined [20]. In this specific study, the researchers did make an attempt to investigate whether titanium could be used to construct the electrolytic dissolver unit, while 304L stainless steel could be safely used for components of the nuclear fuel-reprocessing plant. Since 304L stainless steel yields unacceptably high corrosion rates in the chosen environment, these researchers opted to choose titanium as the material for the purpose of construction primarily because it has shown acceptably low corrosion rates under these conditions. A high corrosion resistance in a severely corrosive environment coupled with adequate mechanical strength and ductility were the minimum requirements [20].

Considering both the size and geometry of the mechanical setup it was found that solid-state welding processes, such as: (a) friction welding, and (b) explosive welding, could be safely considered for the joining of 304L stainless steel with titanium [20]. Once the dissimilar metals were joined, a three-phase corrosion test was conducted in an environment of boiling nitric acid for test specimens created using the two welding processes. These experiments essentially involved exposing the chosen metals to the liquid, condensate, and vapor phases of nitric acid for time periods of 48 hours. Upon completion of the exposure to the environment, the corrosion rates in each of the three phases were measured. It was observed that the corrosion rates in the condensate phase were noticeably higher than in the liquid and vapor phases for both the friction welded joint
and the explosive bonded joint. The corrosion rate for the friction welded joint was found to be acceptable. However, the corrosion attack was noticeably significant at the joint interface. For the explosive bonded joint, the corrosion rate was found to be acceptable because all of the corrosion attack took place on the stainless steel portion of the joint. Based on an extensive investigation, and additionally considering corrosion resistance to be the most critical requirement, the explosive bonded joint between titanium and 304L stainless steel was validated for connecting these two dissimilar metals.

5.5 Joining of Titanium/Stainless Steel by Explosive Welding and Effect on Interface

Titanium clad steel is currently gaining acceptance and is being chosen for use in components that are exposed to environments having a range of aggressiveness. Since information pertaining to explosively welded Ti-6Al-4V to stainless steel and their corrosive behavior is lacking, the goal of the study was to examine the metallurgical properties and corrosion patterns occurring at the interfaces when joining titanium to steel.

Once the Ti-6Al-4V and stainless steel were explosively welded, the resultant titanium clad samples measuring 15mm x 15mm were held in a 3.5% NaCl solution for time duration of (i) 672 hours, (ii) 1344 hours, and (iii) 2016 hours. For each test, the weight loss or gain experienced by the test samples was determined to a precision of 1/10,000. It was observed that the mass of the test sample increased with time of exposure to the environment for both the original and titanium clad plates. Also, mass of the titanium clad plate rose quickly up to 1344 hours of exposure to the environment, while mass of the welded plates rose at a slower rate from 1344 hour to 2016 hour of exposure to the environment.

The rate of mass increase gradually slowed primarily because the surfaces of both metals were initially clean at the beginning of the corrosion tests. Consequently, the oxide layer that formed on the surfaces grew rapidly during the preliminary stages of exposure to the environment and resultant degradation due to corrosion. Therefore, the corrosion rate of titanium clad stainless steel specimens was comparatively large during the initial stage of the test, but gradually decreased with an increase in exposure time to the environment.

6. EXPERIMENTAL EVALUATION OF GALVANIC CORROSION

An experimental research effort was conducted in this study for the purpose of evaluating the existence of galvanic effects between steel and titanium. Steel and copper galvanic action was included as a reference system. Tests were performed on three different test specimen combinations. The corrosion rates experienced by the test specimens were determined from these tests so as to establish the following: (a) a test procedure, and (b) a benchmark performance measure, for continuing studies in the subsequent phase of this project.

6.1 Materials

Copper was chosen to be the reference metal in the galvanic corrosion experiments primarily because of strong, detrimental galvanic effects on steel. The copper chosen was high-strength copper (Alloy 182), which is also known as RMA Class 2 chromium-copper. High-strength copper is stronger, harder, and more resistant to wear than pure copper. This copper alloy is often chosen for use in industrial applications including mold making, cable shields, and welding electrodes and is commercially available. The Ti-6Al-4V alloy was chosen for use in the experiments. This alloy was provided by Allegheny Technologies Inc., (ATI Wah Chang, based in
Albany, OR) in the form of plates in the size 0.25 in (thickness) x 12 inch (width) x 36 in (length). The chemical composition of the alloy is given in Table 2. The third metal used in the experiments was steel, whose chemical composition is given in Table 3. Other physical and mechanical properties related to the test plates are given in Tables 4 and 5.

Table 2. Nominal Expected Chemical Composition of Ti-6Al-4V (in weight percent)

<table>
<thead>
<tr>
<th>Material</th>
<th>Ti</th>
<th>Al</th>
<th>N</th>
<th>V</th>
<th>C</th>
<th>Fe</th>
<th>H</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti-6Al-4V</td>
<td>90.0</td>
<td>6.0</td>
<td>0.05</td>
<td>4.0</td>
<td>0.1</td>
<td>0.4</td>
<td>0.02</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 3. Chemical Composition (in weight %) of Experimental Steel

<table>
<thead>
<tr>
<th>Chemical</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>Balance</td>
</tr>
<tr>
<td>C</td>
<td>0.50</td>
</tr>
<tr>
<td>Mn</td>
<td>0.69</td>
</tr>
<tr>
<td>P</td>
<td>0.016</td>
</tr>
<tr>
<td>S</td>
<td>0.008</td>
</tr>
<tr>
<td>Si</td>
<td>0.44</td>
</tr>
<tr>
<td>Cr</td>
<td>3.15</td>
</tr>
<tr>
<td>Ni</td>
<td>0.10</td>
</tr>
<tr>
<td>Mo</td>
<td>1.45</td>
</tr>
<tr>
<td>Cb</td>
<td>0.005</td>
</tr>
<tr>
<td>Al</td>
<td>0.008</td>
</tr>
<tr>
<td>Cu</td>
<td>0.13</td>
</tr>
<tr>
<td>V</td>
<td>0.03</td>
</tr>
<tr>
<td>Ti</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 4. Summary of Relevant Mechanical Properties of the Chosen Materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Orientation</th>
<th>Elastic Modulus (GPa)</th>
<th>Yield Strength (MPa)</th>
<th>UTS (MPa)</th>
<th>Elongation at 0.5% (±)</th>
<th>Reduction in Area (%)</th>
<th>Tensile Ductility (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti-6Al-4V</td>
<td>Long Tensile</td>
<td>18.2</td>
<td>757</td>
<td>154</td>
<td>7.8</td>
<td>23.8</td>
<td>27.0</td>
</tr>
<tr>
<td></td>
<td>Transverse</td>
<td>26.2</td>
<td>152</td>
<td>171</td>
<td>11.5</td>
<td>11.7</td>
<td>25.0</td>
</tr>
<tr>
<td>Commercially Pure (Grade 2)</td>
<td>Long Tensile</td>
<td>16.1</td>
<td>69</td>
<td>81</td>
<td>14.7</td>
<td>43.4</td>
<td>57.0</td>
</tr>
<tr>
<td></td>
<td>Transverse</td>
<td>15.1</td>
<td>65</td>
<td>95</td>
<td>13.9</td>
<td>47.0</td>
<td>53.0</td>
</tr>
</tbody>
</table>
Table 5. Summary of Relevant Physical Properties of the Chosen Materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Density gm/cc</th>
<th>Coefficient of Thermal Expansion per degree C</th>
<th>Poisson’s Ratio</th>
<th>Shear Modulus</th>
<th>Flexural Toughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti-6Al-4V Titanium Alloy</td>
<td>4.42</td>
<td>8.8 to 9.2 x 10^{-6}</td>
<td>0.29 to 0.39</td>
<td>41 GPa</td>
<td>40 to 60%</td>
</tr>
<tr>
<td>Commercially Pure Titanium</td>
<td>4.5</td>
<td>8.6 to 9.2 x 10^{-6}</td>
<td>0.29 to 0.39</td>
<td>41 GPa</td>
<td>70% or more</td>
</tr>
</tbody>
</table>

6.2 The Test Specimen and Experimental Procedures

Three different test specimen combinations were used during the galvanic corrosion experiments:
(a) Titanium alloy and Steel
(b) Titanium alloy and Copper
(c) Copper and Steel

Copper was used as a reference to facilitate comparison with titanium. For each combination of the chosen test specimens, the cathode surface area measured 23.25 in², while the anode surface area measured 1.375 in², resulting in a cathode to anode surface area ratio of 17:1. The electrolyte used was 5 M NaCl solution at ambient temperature (298 K). The test setup is shown in Figure 3.

![Figure 3. The Experimental Setup for Conducting Galvanic Corrosion Tests](image)

Each galvanic corrosion test was run for 24 hours and the potential (V) and current (A) recorded at periodic intervals. Two experiments were performed for each of the three combinations of test materials chosen. Faraday’s Law was used to calculate the corrosion rate (mils per year) for each galvanic corrosion experiment. According to this law, the corrosion rate (mpy) is determined using the expression:

\[
Corrosion \ Rate \ (mpy) = \frac{0.13 \ I_{corr} \ (E.W.)}{d}
\]
In this expression, $I_{corr}$ is the corrosion current density, $(E.W.)$ is the equivalent weight in grams/equivalent, $d$ is the density, and the corrosion rate constant is taken to be 0.13 derived based on milli-inches (amp-cm-year). The resulting corrosion rate works out to be in mils per year (0.001 inch per year) when this expression is used.

Prior to the initiation of the galvanic corrosion tests, the test specimens were mechanically ground on progressively finer grades of silicon carbide (SiC) impregnated emery paper using copious amounts of water both as coolant and lubricant. For the titanium and copper specimens, 240-grit, 400-grit, and 600-grit SiC impregnated emery paper was used for mechanical grinding and polishing. The same combination along with 1200-grit emery paper was used for the steel specimen. Each specimen was initially wet ground on all six faces until a mirror-like surface finish was obtained. The polished specimens were then cleaned using methanol with subsequent immersion in an ultrasonic cleaner. The polished and cleaned surfaces were then rinsed in de-ionized water prior to the initiation of exposure to the chosen environment.

The galvanic corrosion tests were conducted in a 2 liter glass test cell. The reference electrode was a saturated calomel electrode (SCE). In order to saturate the 5M NaCl solution with air, an air bubble machine was used in the experiment. A glass tube was connected to the gas wash bottle. Subsequently, the gas wash bottle was connected to the air bubble machine.

Prior to initiation of the galvanic test, the open circuit potentials (OCP) were measured on both electrodes. During the galvanic corrosion tests, the combined potential and galvanic current were both recorded using a potentiostat meter [Gamry PC4/750].

### 6.3 Results and Discussion

The test results are summarized in Table 6. Variation of the potential with time for the galvanic combination of titanium and steel for time duration of 24 hours is shown in Figure 4. The corresponding variation of galvanic current density with time is shown in Figure 5. The corrosion process for steel can be expressed as:

$$\text{Fe} = \text{Fe}^{2+} + 2\text{e}^-$$
Assuming the initiation and progression of corrosion to occur uniformly, the corrosion rate (mils per year) can be estimated using Faraday’s law.

Since occurrence of galvanic corrosion between the titanium gusset plates and connecting members made of steel could be an issue, the galvanic corrosion tests were performed in order to effectively determine if future testing was needed. Copper was used as the reference metal. After performing two sets of galvanic corrosion tests for each of the three metal combinations chosen, the following are the key findings:

1. Even though titanium is more noble (greater positive potential) than copper in the galvanic series, the galvanic current of the titanium/steel couple is noticeably smaller than the copper/steel couple. This indicates that titanium is more readily polarized and has smaller cathodic reaction kinetics, with a concomitant reduction in the galvanic effect when compared to that of the copper/steel couple.

2. On account of titanium being more noble than copper, the galvanic effect between Ti/Cu was found to be negligible as shown in Table 6.

3. In addition to the potential difference in the galvanic series, the nature and kinetics of the reactions occurring on the surfaces of the two metals is a critical factor in controlling the galvanic effect of the two different metals.

Additional testing is planned for the near future with the prime objective of both developing and consolidating the key strategies to study galvanic corrosion of titanium and steel. The preliminary tests reported in this paper have formed the basis for continued tests. Similar tests are also being conducted using both coatings and other isolating films in order to develop a cost-effective solution for the joining of titanium and steel.
7. CONCLUSIONS

The use of titanium alloys on a steel structure is feasible provided steps are taken to limit the exposure of steel to galvanic corrosion. A careful selection of the bolt materials when using titanium gusset plates will be essential to ensure integrity of the structure when exposed to a corrosive environment. Additional corrosion protection can be gained by the isolation of titanium/steel joints from the environment through the application and maintenance of an impermeable paint or physical barriers. Every research endeavor involving the use of a titanium/steel couple will present unique environmental conditions, and the specific decision regarding protection against galvanic corrosion should be made on a case-by-case basis depending on both nature of the environment and service requirements of the structure. In this paper is presented and discussed the key findings from an experimental study that evaluated the galvanic corrosion of titanium and steel couple.
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ABSTRACT: This paper investigates the behavior of axially loaded square and circular high strength concrete-filled steel tube (CFST) columns. The effects of steel tube thickness and bond strength between the steel tube and the concrete core on axial load capacity and ductility are studied. The performance indices named ductility index (DI), strength enhancement index (SI) and concrete contribution ratio (CCR) are also evaluated for the square and the circular high strength CFST columns. The experimental results are compared with the values estimated by current design codes such as Eurocode 4 (EC4) and AISC-LRFD (1999). The results show that the difference of the axial load capacity due to loss of bonding is significant for both of the square and the circular high strength CFST columns. However, this difference is equal for both of the square and the circular columns with H/t or D/t smaller than 20. The EC4 design code, contrary to the AISC-LRFD (1999), generally overestimates the axial load capacity of the square and the circular high strength CFST columns.
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1. INTRODUCTION

Concrete-filled steel tube (CFST) columns are widely used in the construction of high-rise buildings, bridges, subway platforms, and barriers. The CFST columns provide excellent static and earthquake-resistant properties such as high strength, high ductility, high stiffness, and large energy-absorption capacity. The CFST columns provide some advantages of both steel and concrete. The steel tube assists to carry the axial load and confines the concrete core. Furthermore, the steel tube annihilates the permanent formwork, which reduces construction time, while the concrete core takes the axial load and avoids or delays local buckling of the steel tube (Lu and Zhao [1]).

Recently, there is an increase in use of high strength concrete (HSC) in major construction projects such as high-rise buildings, offshore oil platforms and bridges. HSC is known as a material that is generally associated with low water to cement ratio, high durability, low permeability and a high compressive strength in the range of over 60 MPa. In the recent years using chemical admixtures and silica fumes that partially replace cement as well as applying improved design methods and mixing techniques allows the engineers to produce concrete with much higher compressive strength. Concrete with a compressive strength over 100 MPa can be easily produced commercially using conventional methods and materials. As a result, today HSC has much better performance compared to normal strength concrete. That is why it is commonly used in the construction practice in many countries all over the world (Shah and Ribakov [2]).

One of the major concerns related to HSC is the need of sufficient confinement. Poisson ratio is slightly less and the amount of shrinkage is higher of HSC compared with low and normal strength concrete. Because of those effects, the confining effect of the steel tube to the high strength concrete is not as much as the low and normal strength concrete. Hence, the difference of the axial
load capacity due to loss of bonding is critical for high strength CFST columns. There are many studies to investigate the bond effect for CFST columns with concrete compressive strength up to 100 MPa. Roeder et al. [3] investigate that the importance of bond stress and interface conditions on the axial load capacities of the circular CFST columns with concrete compressive strength varies from 28.6 MPa to 47.2 MPa. The test results show that the bond capacity, for the circular CFST columns, is smaller with large diameter tubes and large diameter-to-thickness (D/t) ratios. An experimental study is conducted on circular high strength CFST columns with cylinder concrete strength of 65 MPa by (Johansson and Gylltoft [4]). The test results imply that the bond strength has no influence on the behavior when the steel and concrete sections are loaded simultaneously. On the contrary, for the columns with the load applied only to the concrete section, the bond strength highly affected the confinement effects and, consequently, the mechanical behavior of the columns. Giakoumelis and Lam [5] examine 15 circular CFST columns with concrete compressive strength of 30, 60, and 85 MPa. Contrary to the results of Johansson and Gylltoft [4], the results reveal that the difference of the axial load capacity due to loss of bonding is negligible for low or normal concrete strength while it is critical for the high strength concrete. The difference of the axial load capacity for the high strength CFST columns is 17%. Although there are lots of studies on CFST columns with concrete compressive strength up to 100 MPa, there still needs further analyses on the CFST columns with concrete strength over 100 MPa. To fill such a gap in the literature, Guler et al. [6] study the bond effect on the behavior of the square high strength CFST columns with concrete compressive strength of 115 MPa depending on the different steel tube thickness. The test results clearly show that the difference of the axial load capacity due to loss of bonding is significant for the square high strength CFST columns. The biggest difference of the axial load capacity is 14% for the square high strength CFST columns with 3 mm steel tube thickness.

1.1 Objective

The first aim of this study is to compare the difference of the axial load capacity due to the bond effect for the square and the circular high strength CFST columns with concrete strength over 100 MPa depending on the different steel tube thickness. Secondly, some important parameters the ductility index (DI), the strength enhancement index (SI) and the concrete contribution ratio (CCR) are compared and evaluated for the square and the circular high strength CFST columns. Finally, the axial load capacities of the high strength CFST columns are compared with the values predicted by the EC4 [7]; the American Institute of Steel Construction- Load Resistance Factor Design AISC-LRFD [8] design codes.

2. EXPERIMENTAL PROGRAM

Totally, 40 the square and the circular high strength CFST columns are tested under monotonic axial compression. The steel tube and the concrete are simultaneously loaded. To achieve this, the steel plates with thickness of 10 mm are welded top and bottom surfaces of the square and the circular CFST columns. The specimens are separated as greased and non-greased specimens to investigate the bond effect depending on the different steel tube thickness. The nominal steel tube thickness of the specimens is selected 3 mm, 4 mm, and 5 mm for the square columns and 3 mm, 4 mm, and 6 mm for the circular ones. The height-to-thickness (H/t) ratio of the square columns and diameter-to-thickness ratio (D/t) ratio of the circular columns vary from 19 to 37.9. All the specimens are 400 mm in length to prevent the slenderness effect and to ensure that the specimens behave as stub columns. A thin layer of non-shrinkage cementitious mortar is poured on the top surface of the concrete to provide the concrete core and the steel tube are loaded simultaneously. All the tests are performed three months after casting of concrete. The square and the circular specimens before concrete-filled are shown in Figure 1.
2.1 **Concrete Properties**

A batch of concrete is mixed for this study. The regular CEM I PÇ 42.5R is used as cement material in the mix. Dramix ZP 305 steel fibers with hooked ends are used in the mix at two percent (2%) by volume. The fibers in the mix have a diameter of 0.55 mm, length of 30 mm, and tensile strength of 1100 MPa. Standard cylindrical (150 mm x 300 mm) concrete samples are tested in accordance to Turkish Standard TS EN 206 [9] and TS EN 12390 [10] to determine the compressive strength. The average compressive strength of the concrete \( f_{cm} \) at the time of test are 115 MPa for cylindrical samples. Cylindrical samples are tested at a loading rate of 250 kN / min. Water-binder (cement + silica fume) ratio is kept constant at 0.13. The typical mix composition of the high strength concrete is given in Table 1.

<table>
<thead>
<tr>
<th>Mix proportions kg (for 1 m³ concrete)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>1000</td>
</tr>
</tbody>
</table>

2.2 **Steel Properties**

All the steel tubes are manufactured from mild steel. In order to determine the actual material properties, three coupons are cut from each steel tube with different steel tube wall for the square and the circular specimens according to Turkish Standard TS 138 EN 10002 [11]. The average yield stress, tensile strength, and modulus of elasticity for the square and the circular specimens are given in Table 2.

<table>
<thead>
<tr>
<th>f_y (MPa)</th>
<th>f_u (MPa)</th>
<th>E_s (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square 3 mm</td>
<td>300</td>
<td>369</td>
</tr>
<tr>
<td>Square 4 mm</td>
<td>304</td>
<td>375</td>
</tr>
<tr>
<td>Square 5 mm</td>
<td>310</td>
<td>383</td>
</tr>
<tr>
<td>Circular 3 mm</td>
<td>311</td>
<td>400</td>
</tr>
<tr>
<td>Circular 4 mm</td>
<td>306</td>
<td>389</td>
</tr>
<tr>
<td>Circular 6 mm</td>
<td>314</td>
<td>418</td>
</tr>
</tbody>
</table>
2.3 Test Setup

All the tests are performed at the Istanbul Technical University, Civil Engineering Department in Structure and Earthquake Laboratory. Testing of the square and the circular high strength CFST stub columns are tested using a 5000 kN capacity INSTRON testing machine. Two linear variable differential transducers (LVDTs) are placed at diametrically opposite positions to measure the axial deformation. Four strain gauges are used for each specimen to measure strains at the middle height, two strain gauges at the top and two strain gauges at the bottom. The data is acquired at each 30 kN load until the yield point. After this point, data is sampled at 10 kN intervals. The test setup is shown in Figure 2a, 2b and Figure 3a, 3b.

![Figure 2a. The Schematic View of Test Set Up](image)

![Figure 2b. Location of Strain Gauges](image)

![Figure 3a. The Test Setup for the Circular Columns](image)

![Figure 3b. The Test Setup for the Square Columns](image)

The specimens filled with concrete are labeled according to their shape, thickness of steel tube, greased or non-greased and their order. For instance, S3G-1, denotes that the specimen is square (S), the steel tube has a thickness of 3 mm, the specimen is greased (G), and it is the first specimen in this group. Similarly, C5NG-2, denotes that the specimen is circular (C), the steel tube has a thickness of 5 mm, the specimen is non-greased (NG), and it is the second specimen in this group. The square and the circular hollow specimens (unfilled concrete) were labeled similarly except the greased or the non-greased label. The test properties and the axial load capacities \(N_{ue}\) obtained from the tests of the square and the circular specimens are given in Table 3 and Table 4, respectively.
3. EXPERIMENTAL RESULTS

3.1 Loads versus Axial Shortening

Axial load – axial shortening curves for the square and the circular specimens are shown in Figures 4. As seen in these figures, all the square and the circular high strength CFST columns have no obvious axial shortening during the initial linear elastic period of the loading process, which is the cooperation of steel tube and the concrete core. When the axial load reaches about 90 to 95% of the peak load, the steel tube starts yielding, micro-cracking is initiated and propagated in concrete core, and the local buckling slightly occurs. Therefore, the axial and lateral strains measured at mid-height start to increase notably. The axial load of the square and the circular high strength CFST columns rapidly decrease after the peak load with increased axial shortenings.

As expected, the difference of the axial load capacity is much higher for the circular columns than the square ones with same steel tube wall. However, the difference of the axial load capacity is gradually reduced when the steel tube wall is increased and same for both of the square and the circular high strength CFST columns with H/t or D/t ratio smaller than 20. As seen from Figures 4, it can be clearly said that the bond effect on the axial load capacity is more and more reduced for the square and the circular high strength CFST columns with H/t or D/t ratio smaller than 20. The difference of the average axial load capacity between the greased and the non-greased square and circular high strength CFST columns is shown in Figure 4, Figure 5, and Figure 6.

![Graphs showing load versus axial shortening for square and circular columns with different steel tube walls.](image-url)
Table 3. Measured Square Specimen Results

<table>
<thead>
<tr>
<th>Specimen</th>
<th>H x B x t (mm)</th>
<th>L (mm)</th>
<th>H/t</th>
<th>$f_y$ (MPa)</th>
<th>$f_{cm}$ (MPa)</th>
<th>$A_s$ (mm$^2$)</th>
<th>$A_c$ (mm$^2$)</th>
<th>$N_{ue}$ (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3G-1</td>
<td>100.08 x 99.86 x 3.01</td>
<td>400</td>
<td>33.2</td>
<td>115</td>
<td>300</td>
<td>1167</td>
<td>8827</td>
<td>856</td>
</tr>
<tr>
<td>S3G-2</td>
<td>100.06 x 99.91 x 3.02</td>
<td>400</td>
<td>33.1</td>
<td>115</td>
<td>300</td>
<td>1171</td>
<td>8826</td>
<td>920</td>
</tr>
<tr>
<td>S3G-3</td>
<td>100.06 x 99.93 x 3.01</td>
<td>400</td>
<td>33.2</td>
<td>115</td>
<td>300</td>
<td>1168</td>
<td>8831</td>
<td>902</td>
</tr>
<tr>
<td>S3NG-1</td>
<td>100.08 x 100.05 x 3.03</td>
<td>400</td>
<td>33</td>
<td>115</td>
<td>300</td>
<td>1176</td>
<td>8837</td>
<td>1049</td>
</tr>
<tr>
<td>S3NG-2</td>
<td>100.07 x 100.06 x 3.02</td>
<td>400</td>
<td>33.1</td>
<td>115</td>
<td>300</td>
<td>1172</td>
<td>8841</td>
<td>1017</td>
</tr>
<tr>
<td>S3H-1</td>
<td>99.89 x 99.95 x 3.02</td>
<td>400</td>
<td>33.1</td>
<td>-</td>
<td>300</td>
<td>1171</td>
<td>-</td>
<td>295</td>
</tr>
<tr>
<td>S3H-2</td>
<td>99.91 x 99.97 x 3.02</td>
<td>400</td>
<td>33.1</td>
<td>-</td>
<td>300</td>
<td>1171</td>
<td>-</td>
<td>322</td>
</tr>
<tr>
<td>S4G-1</td>
<td>100.12 x 100.21 x 3.97</td>
<td>400</td>
<td>25.2</td>
<td>115</td>
<td>304</td>
<td>1528</td>
<td>8505</td>
<td>990</td>
</tr>
<tr>
<td>S4G-2</td>
<td>100.06 x 100.08 x 3.99</td>
<td>400</td>
<td>25.1</td>
<td>115</td>
<td>304</td>
<td>1533</td>
<td>8481</td>
<td>980</td>
</tr>
<tr>
<td>S4NG-1</td>
<td>101.05 x 101.23 x 3.98</td>
<td>400</td>
<td>25.4</td>
<td>115</td>
<td>304</td>
<td>1547</td>
<td>8683</td>
<td>1160</td>
</tr>
<tr>
<td>S4NG-2</td>
<td>101.03 x 101.08 x 4.01</td>
<td>400</td>
<td>24.9</td>
<td>115</td>
<td>304</td>
<td>1556</td>
<td>8656</td>
<td>1100</td>
</tr>
<tr>
<td>S4H-1</td>
<td>99.96 x 99.87 x 4.02</td>
<td>400</td>
<td>24.9</td>
<td>-</td>
<td>304</td>
<td>1542</td>
<td>-</td>
<td>442</td>
</tr>
<tr>
<td>S4H-2</td>
<td>99.95 x 99.84 x 4.01</td>
<td>400</td>
<td>24.9</td>
<td>-</td>
<td>304</td>
<td>1538</td>
<td>-</td>
<td>460</td>
</tr>
<tr>
<td>S5G-1</td>
<td>100.02 x 101.04 x 4.98</td>
<td>400</td>
<td>20.1</td>
<td>115</td>
<td>310</td>
<td>1903</td>
<td>8201</td>
<td>1481</td>
</tr>
<tr>
<td>S5G-2</td>
<td>100.05 x 101.23 x 4.97</td>
<td>400</td>
<td>20.1</td>
<td>115</td>
<td>310</td>
<td>1902</td>
<td>8226</td>
<td>1474</td>
</tr>
<tr>
<td>S5NG-1</td>
<td>100.11 x 100.16 x 5.02</td>
<td>400</td>
<td>19.9</td>
<td>115</td>
<td>310</td>
<td>1910</td>
<td>8117</td>
<td>1642</td>
</tr>
<tr>
<td>S5NG-2</td>
<td>100.17 x 100.21 x 4.97</td>
<td>400</td>
<td>20.2</td>
<td>115</td>
<td>310</td>
<td>1893</td>
<td>8145</td>
<td>1636</td>
</tr>
<tr>
<td>S5H-1</td>
<td>99.97 x 99.88 x 5.05</td>
<td>400</td>
<td>19.8</td>
<td>-</td>
<td>310</td>
<td>1916</td>
<td>-</td>
<td>685</td>
</tr>
<tr>
<td>S5H-2</td>
<td>99.96 x 99.87 x 5.02</td>
<td>400</td>
<td>19.9</td>
<td>-</td>
<td>310</td>
<td>1905</td>
<td>-</td>
<td>712</td>
</tr>
</tbody>
</table>

Table 4. Measured Circular Specimen Results

<table>
<thead>
<tr>
<th>Specimen</th>
<th>D x t (mm)</th>
<th>L (mm)</th>
<th>D/t</th>
<th>$f_y$ (MPa)</th>
<th>$f_{cm}$ (MPa)</th>
<th>$A_s$ (mm$^2$)</th>
<th>$A_c$ (mm$^2$)</th>
<th>$N_{ue}$ (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3G-1</td>
<td>114.24 x 3.02</td>
<td>400</td>
<td>37.8</td>
<td>115</td>
<td>311</td>
<td>1055</td>
<td>9185</td>
<td>980</td>
</tr>
<tr>
<td>C3G-2</td>
<td>114.21 x 3.02</td>
<td>400</td>
<td>37.8</td>
<td>115</td>
<td>311</td>
<td>1054</td>
<td>9185</td>
<td>980</td>
</tr>
<tr>
<td>C3G-3</td>
<td>114.19 x 3.01</td>
<td>400</td>
<td>37.9</td>
<td>115</td>
<td>311</td>
<td>1051</td>
<td>9185</td>
<td>940</td>
</tr>
<tr>
<td>C3NG-1</td>
<td>114.26 x 3.02</td>
<td>400</td>
<td>37.8</td>
<td>115</td>
<td>311</td>
<td>1055</td>
<td>9194</td>
<td>1214</td>
</tr>
<tr>
<td>C3NG-2</td>
<td>114.23 x 3.02</td>
<td>400</td>
<td>37.8</td>
<td>115</td>
<td>311</td>
<td>1055</td>
<td>9188</td>
<td>1233</td>
</tr>
<tr>
<td>C3H-1</td>
<td>114.21 x 3.03</td>
<td>400</td>
<td>37.7</td>
<td>-</td>
<td>311</td>
<td>1058</td>
<td>902</td>
<td></td>
</tr>
<tr>
<td>C3H-2</td>
<td>114.24 x 2.99</td>
<td>400</td>
<td>38.2</td>
<td>-</td>
<td>311</td>
<td>1044</td>
<td>-</td>
<td>416</td>
</tr>
<tr>
<td>C3G-1</td>
<td>114.18 x 3.98</td>
<td>400</td>
<td>28.6</td>
<td>115</td>
<td>306</td>
<td>1377</td>
<td>8857</td>
<td>1000</td>
</tr>
<tr>
<td>C3G-2</td>
<td>114.22 x 3.99</td>
<td>400</td>
<td>28.7</td>
<td>115</td>
<td>306</td>
<td>1381</td>
<td>8860</td>
<td>1221</td>
</tr>
<tr>
<td>C3G-3</td>
<td>114.27 x 3.98</td>
<td>400</td>
<td>28.5</td>
<td>115</td>
<td>306</td>
<td>1378</td>
<td>8872</td>
<td>1116</td>
</tr>
<tr>
<td>C3NG-1</td>
<td>114.29 x 4.01</td>
<td>400</td>
<td>28.5</td>
<td>115</td>
<td>306</td>
<td>1389</td>
<td>8865</td>
<td>1436</td>
</tr>
<tr>
<td>C3NG-2</td>
<td>114.26 x 4.02</td>
<td>400</td>
<td>28.4</td>
<td>115</td>
<td>306</td>
<td>1392</td>
<td>8857</td>
<td>1315</td>
</tr>
<tr>
<td>C3NG-3</td>
<td>114.23 x 4.01</td>
<td>400</td>
<td>28.5</td>
<td>115</td>
<td>306</td>
<td>1388</td>
<td>8855</td>
<td>1420</td>
</tr>
<tr>
<td>C3H-1</td>
<td>114.27 x 4.02</td>
<td>400</td>
<td>28.4</td>
<td>-</td>
<td>306</td>
<td>1392</td>
<td>-</td>
<td>624</td>
</tr>
<tr>
<td>C3H-2</td>
<td>114.25 x 4.01</td>
<td>400</td>
<td>28.5</td>
<td>-</td>
<td>306</td>
<td>1388</td>
<td>-</td>
<td>642</td>
</tr>
<tr>
<td>C6G-1</td>
<td>114.21 x 5.99</td>
<td>400</td>
<td>19.1</td>
<td>115</td>
<td>314</td>
<td>2035</td>
<td>8204</td>
<td>1650</td>
</tr>
<tr>
<td>C6G-2</td>
<td>114.28 x 5.98</td>
<td>400</td>
<td>19.1</td>
<td>115</td>
<td>314</td>
<td>2034</td>
<td>8219</td>
<td>1615</td>
</tr>
<tr>
<td>C6NG-1</td>
<td>114.32 x 5.98</td>
<td>400</td>
<td>19.1</td>
<td>115</td>
<td>314</td>
<td>2034</td>
<td>8225</td>
<td>1830</td>
</tr>
<tr>
<td>C6NG-2</td>
<td>114.33 x 5.98</td>
<td>400</td>
<td>19.1</td>
<td>115</td>
<td>314</td>
<td>2035</td>
<td>8226</td>
<td>1810</td>
</tr>
<tr>
<td>C6H-1</td>
<td>114.28 x 6.02</td>
<td>400</td>
<td>19</td>
<td>115</td>
<td>314</td>
<td>2046</td>
<td>-</td>
<td>832</td>
</tr>
<tr>
<td>C6H-2</td>
<td>114.27 x 6.02</td>
<td>400</td>
<td>19</td>
<td>115</td>
<td>314</td>
<td>2046</td>
<td>-</td>
<td>859</td>
</tr>
</tbody>
</table>
3.2 Performance Indices

Some important parameters are defined to compare the ductility and the strength enhancement of the CFST columns by Han et al. [12]; and Yang et al. [13]. Those parameters are the ductility index (DI), the strength enhancement index (SI), and the concrete contribution ratio (CCR). They are defined from Eq. 1 to Eq. 3.

\[
DI = \frac{\delta_{65\%}}{\delta_u}
\]

\[
SI = \frac{N_{u, filled}}{A_t f_y + A_c f_{ck}}
\]
Here, $N_{u,\text{filled}}$ is the ultimate load reached in the tests; $N_{u,\text{hollow}}$ is the ultimate load of the un-filled steel tubes; $\delta_u$ is the axial shortening at the ultimate load; $\delta_{85\%}$ is the axial shortening when the load falls to 85% of the ultimate load; $A_s$ and $A_c$ is the cross-sectional area of the steel tube and the concrete, respectively; $f_y$ and $f_{ck}$ is the yielding stress of the steel tube and the characteristic compressive strength of the concrete, respectively.

The ductility of the specimens is assessed in terms of the ductility index (DI) depicted in Eqn.1. The strength enhancement index (SI) can be described as the ratio the axial load capacity of the composite section to the sum of the strengths of the steel tube and the concrete core. The level of strength enhancement arising from the concrete filling is represented by the CCR that is defined as the ratio the maximum load of composite column to the hollow column. The relationships between the constraining factor and the ductility index, strength enhancement index and the concrete contribution ratio are shown in Figures 6.

As seen from Figures 7 and Table 5, there is a significant increase in the DI when the D/t ratio is reduced for both of the square and the circular CFST columns. However, the increase in the DI is notably higher for the circular CFST columns than the square ones. The average increase in the DI for the square and the circular columns, compared with the 3 mm and 5 mm and 6 mm steel tube wall, is 29% and 63%, respectively. This proves that when the D/t ratio of both of the high strength CFST columns is reduced, the circular high strength CFST columns significantly exhibit more ductile behavior than the square ones after the peak load. Similarly, there is a significant increase in the SI when the H/t or D/t ratio of the square and the circular high strength CFST columns is reduced. However, the increase in the SI is only valid for the square and the circular CFST columns with 5 mm and 6 mm steel tube wall. As seen, there is no any enhancement in the SI for the thinner (3 mm and 4 mm) CFST columns. Compared with the increase in the DI, the increase in the SI is slightly larger for the circular columns than the square ones. The average increase in the SI for the square and the circular high strength CFST columns, compared with the 3 mm and 5 mm or 6 mm steel tube wall, is 38% and 48%, respectively. Contrary to the DI and the SI performance indices, the CCR performance indices that represent the benefit of concrete filling into the hollow steel tube is much more critical for the square high strength CFST columns than the circular ones. The average increase in the CCR for the square and the circular columns, steel tube wall is reduced from 6 mm or 5 mm to 3 mm, 41% and 22%, respectively. This is due to fact that the square hollow steel tubes are more vulnerable to local buckling and has significantly smaller axial load capacities than the circular ones. Furthermore, compared with the same steel tube wall, the non-greased square and the circular CFST columns have higher performance indices than the greased ones due to stronger bond effect between the steel tube and the concrete core.
Table 5. Values of Performance Indices

<table>
<thead>
<tr>
<th>Specimen</th>
<th>DI</th>
<th>SI</th>
<th>CCR</th>
<th>Specimen</th>
<th>DI</th>
<th>SI</th>
<th>CCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3G-1</td>
<td>1.28</td>
<td>0.62</td>
<td>2.74</td>
<td>C3G-1</td>
<td>1.39</td>
<td>0.71</td>
<td>2.08</td>
</tr>
<tr>
<td>S3G-2</td>
<td>1.32</td>
<td>0.67</td>
<td>2.95</td>
<td>C3G-2</td>
<td>1.36</td>
<td>0.66</td>
<td>1.93</td>
</tr>
<tr>
<td>S3G-3</td>
<td>1.3</td>
<td>0.66</td>
<td>2.89</td>
<td>C3G-3</td>
<td>1.38</td>
<td>0.68</td>
<td>2.00</td>
</tr>
<tr>
<td>S3NG-1</td>
<td>1.41</td>
<td>0.77</td>
<td>3.36</td>
<td>C3NG-1</td>
<td>1.42</td>
<td>0.88</td>
<td>2.58</td>
</tr>
<tr>
<td>S3NG-2</td>
<td>1.38</td>
<td>0.74</td>
<td>3.26</td>
<td>C3NG-2</td>
<td>1.46</td>
<td>0.89</td>
<td>2.62</td>
</tr>
<tr>
<td>S4G-1</td>
<td>1.51</td>
<td>0.69</td>
<td>2.36</td>
<td>C4G-1</td>
<td>1.67</td>
<td>0.74</td>
<td>1.68</td>
</tr>
<tr>
<td>S4G-2</td>
<td>1.49</td>
<td>0.68</td>
<td>2.33</td>
<td>C4G-2</td>
<td>1.7</td>
<td>0.85</td>
<td>1.93</td>
</tr>
<tr>
<td>S4NG-1</td>
<td>1.61</td>
<td>0.8</td>
<td>2.76</td>
<td>C4G-3</td>
<td>1.69</td>
<td>0.77</td>
<td>1.77</td>
</tr>
<tr>
<td>S4NG-2</td>
<td>1.58</td>
<td>0.76</td>
<td>2.62</td>
<td>C4NG-1</td>
<td>1.79</td>
<td>0.99</td>
<td>2.27</td>
</tr>
<tr>
<td>S5G-1</td>
<td>1.71</td>
<td>0.98</td>
<td>2.08</td>
<td>C4NG-2</td>
<td>1.81</td>
<td>0.91</td>
<td>2.08</td>
</tr>
<tr>
<td>S5G-2</td>
<td>1.69</td>
<td>0.97</td>
<td>2.07</td>
<td>C4NG-3</td>
<td>1.83</td>
<td>0.98</td>
<td>2.25</td>
</tr>
<tr>
<td>S5NG-1</td>
<td>1.74</td>
<td>1.09</td>
<td>2.31</td>
<td>C6G-1</td>
<td>2.23</td>
<td>1.05</td>
<td>1.79</td>
</tr>
<tr>
<td>S5NG-2</td>
<td>1.78</td>
<td>1.08</td>
<td>2.30</td>
<td>C6G-2</td>
<td>2.21</td>
<td>1.03</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>C6NG-1</td>
<td>2.38</td>
<td>1.17</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>C6NG-2</td>
<td>2.36</td>
<td>1.16</td>
<td>1.96</td>
</tr>
</tbody>
</table>

Figure 7a. DI versus D (H)/t Relationship
4. DESIGN CODES

4.1 Eurocode 4:

The EC4 (2004) design code is the most lately completed international standard in composite construction. EC4 covers concrete encased and partially encased steel sections and concrete-filled sections with or without reinforcement. The EC4 approach is limited to CFST columns with concrete strength of 50 MPa. The axial load capacity of the square CFST columns according to the EC4 is given by Eq. 4:

\[ N_{u,EC4} = A_c f_{ck} + A_t f_y \]  

(4)

The EC4 takes account the confining effect by the steel tube calculating the axial load capacity of the circular CFST columns. If the relative slenderness does not exceed 0.5 and e/D is smaller than 0.1, the axial load capacity of the circular CFST columns can be calculated from Eq. 5 to 11:

\[ N_{u,EC4} = \left( 1 + \eta_t \frac{f_y}{f_{ck}} \right) f_{ck} A_c + \eta_d f_y A_t \]  

(5)
\[ \eta_c = 4.9 - 18.5 \lambda + 17 \lambda^2 \quad (\eta_c \geq 0) \]  
(6)

\[ \eta_a = 0.25(3 + 2\lambda) \quad (\eta_a \leq 1) \]  
(7)

\[ \lambda = \sqrt{\frac{N_{pl,R}}{N_{cr}}} \leq 0.5 \]  
(8)

\[ N_{pl,R} = A_c f_{ck} + A_s f_y \]  
(9)

\[ N_{cr} = \frac{\pi^2 (EI)_c}{l^2} \]  
(10)

\[ (EI)_c = A_c E_c + 0.6E_{cm} A_c \]  
(11)

Here, \( \eta_c \) is the coefficient of confinement for the concrete; \( \eta_a \) is the coefficient of confinement for the steel tube; \( \lambda \) is the relative slenderness; \( l \) is the buckling length of the CFST column; \( E_{cm} \) is the secant elastic modulus of concrete; \( (EI)_c \) is the effective flexural stiffness; \( f_{ck} \) is the characteristic concrete cylinder strength; and \( f_y \) is the yield strength of the steel.

As seen from Table 6 and Figure 8, although the EC4 overestimate the axial load capacity for the square and the circular high strength CFST columns with thinner steel tube wall (especially nominal D/t or H/t is greater than 33), it can reliably predict the axial load capacity for the square and the circular high strength CFST columns with nominal D/t or H/t ratio smaller than 20. In addition, due to loss of bonding and little confinement by the steel tubes, the axial load capacity of greased the square and the circular high strength CFST columns obtained from test results, compared with the non-greased columns, are lower than the values predicted by the EC4. This difference is much greater for the columns with the thinner steel tube wall than the thicker ones. Furthermore, the EC4 is more conservative for the square high strength CFST columns than the circular ones. This is due to the fact that although the EC4 take account the confinement effect of the steel tube to the concrete core for the circular high strength CFST columns, it doesn’t consider the confinement effect for the square ones. The average \( \frac{N_{ue}}{N_{u,EC4}} \) for greased the square and the circular CFST columns is 0.75 and 0.62, respectively. In addition, the average \( \frac{N_{ue}}{N_{u,EC4}} \) for non-greased the square and the circular columns is 0.87 and 0.79, respectively.

### 4.2 AISC-LRFD

The axial load capacity of the square and the circular CFST columns according to AISC-LRFD (1999) design code is given from Eq.12 to Eq.16:

\[ F_{my} = f_y + 0.85 f_y (A_c / A_s) \]  
(12)

\[ E_m = E_s + 0.4E_c (A_c / A_s) \]  
(13)

\[ \lambda_c = \frac{KL}{\pi r_m} \sqrt{\frac{F_{my}}{E_m}} \]  
(14)
\[ F_{cr} = 0.658 \gamma_c^2 F_{my} \]  

\[ N_u = A_r F_{cr} \]

As seen from Table 6 and Figure 9, it can be said that the AISC-LRFD, similarly EC4, is not safe for the square and the circular columns with the thinner steel tube wall compared to the thicker ones. The average Nu_e / Nu, AISC-LRFD for the greased square and the circular columns is 0.97 and 1.05, respectively. In addition, the average Nu_e / Nu, AISC-LRFD for the non-greased square and the circular columns is 1.12 and 1.28, respectively. The axial load capacities obtained from the test results for the square and the circular high strength CFST columns are compared with the values predicted by the EC4 and the AISC-LRFD is given in Table 7, Figure 8, and Figure 9.

Table 6. Comparisons of Axial Load Capacities between Test Results and Design Codes

<table>
<thead>
<tr>
<th>Specimen No</th>
<th>N_u (kN)</th>
<th>N_u/N_u, EC4</th>
<th>N_u/N_u, AISC</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3G-1</td>
<td>856</td>
<td>0.63</td>
<td>0.82</td>
</tr>
<tr>
<td>S3G-2</td>
<td>920</td>
<td>0.67</td>
<td>0.88</td>
</tr>
<tr>
<td>S3G-3</td>
<td>902</td>
<td>0.66</td>
<td>0.87</td>
</tr>
<tr>
<td>S3NG-1</td>
<td>1049</td>
<td>0.77</td>
<td>1.00</td>
</tr>
<tr>
<td>S3NG-2</td>
<td>1017</td>
<td>0.74</td>
<td>0.97</td>
</tr>
<tr>
<td>S4G-1</td>
<td>990</td>
<td>0.69</td>
<td>0.88</td>
</tr>
<tr>
<td>S4G-2</td>
<td>980</td>
<td>0.68</td>
<td>0.88</td>
</tr>
<tr>
<td>S4NG-1</td>
<td>1160</td>
<td>0.79</td>
<td>1.02</td>
</tr>
<tr>
<td>S4NG-2</td>
<td>1100</td>
<td>0.75</td>
<td>0.97</td>
</tr>
<tr>
<td>S5G-1</td>
<td>1481</td>
<td>0.97</td>
<td>1.23</td>
</tr>
<tr>
<td>S5G-2</td>
<td>1474</td>
<td>0.96</td>
<td>1.22</td>
</tr>
<tr>
<td>S5NG-1</td>
<td>1642</td>
<td>1.08</td>
<td>1.37</td>
</tr>
<tr>
<td>S5NG-2</td>
<td>1636</td>
<td>1.07</td>
<td>1.37</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>0.8</td>
<td>1.04</td>
</tr>
<tr>
<td>St.Dev.</td>
<td></td>
<td>0.15</td>
<td>0.19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specimen No</th>
<th>N_u (kN)</th>
<th>N_u/N_u, EC4</th>
<th>N_u/N_u, AISC</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3G-1</td>
<td>980</td>
<td>0.59</td>
<td>0.93</td>
</tr>
<tr>
<td>C3G-2</td>
<td>909</td>
<td>0.55</td>
<td>0.87</td>
</tr>
<tr>
<td>C3G-3</td>
<td>940</td>
<td>0.56</td>
<td>0.90</td>
</tr>
<tr>
<td>C3NG-1</td>
<td>1214</td>
<td>0.73</td>
<td>1.16</td>
</tr>
<tr>
<td>C3NG-2</td>
<td>1233</td>
<td>0.74</td>
<td>1.17</td>
</tr>
<tr>
<td>C4G-1</td>
<td>1060</td>
<td>0.59</td>
<td>0.96</td>
</tr>
<tr>
<td>C4G-2</td>
<td>1221</td>
<td>0.68</td>
<td>1.10</td>
</tr>
<tr>
<td>C4G-3</td>
<td>1116</td>
<td>0.62</td>
<td>1.01</td>
</tr>
<tr>
<td>C4NG-1</td>
<td>1436</td>
<td>0.80</td>
<td>1.29</td>
</tr>
<tr>
<td>C4NG-2</td>
<td>1315</td>
<td>0.73</td>
<td>1.18</td>
</tr>
<tr>
<td>C4NG-3</td>
<td>1420</td>
<td>0.79</td>
<td>1.28</td>
</tr>
<tr>
<td>C6G-1</td>
<td>1650</td>
<td>0.79</td>
<td>1.32</td>
</tr>
<tr>
<td>C6G-2</td>
<td>1615</td>
<td>0.77</td>
<td>1.29</td>
</tr>
<tr>
<td>C6NG-1</td>
<td>1830</td>
<td>0.88</td>
<td>1.46</td>
</tr>
<tr>
<td>C6NG-2</td>
<td>1810</td>
<td>0.87</td>
<td>1.45</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>0.71</td>
<td>1.16</td>
</tr>
<tr>
<td>St. Dev.</td>
<td></td>
<td>0.11</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Figure 8. Comparison of test results with EC4
5. CONCLUSIONS

The present study is an attempt to investigate the bond effect on axial load capacity and performance indices of axially loaded the square and the circular high strength CFST columns with regard to different steel tube thickness. The test results are also compared with the results of present design codes such as the EC4 and the AISC-LRFD. The main conclusions obtained from this study can be drawn as below:

As known, plastic, autogenous, and drying shrinkage of high strength concrete is higher than low and normal strength concrete. As a result of this, the bond stresses between the steel tube and the concrete core is weaker for the high strength CFST columns than the low and normal strength CFST columns. Thus, the reduction on the axial load capacity due to loss of bonding is not negligible for both of the square and the circular high strength CFST columns. Furthermore, the circular high strength CFST columns have higher bond stress capacity than the square ones. As a result of this study, the D (H)/t ratio of 20 may be considered as a separation point for the bond effect on the axial load capacity of the square and the circular high strength CFST columns. The biggest difference of the axial load capacity for the circular and the square high strength CFST columns is 23% and 14%, respectively.

To decrease the D (H)/t ratio significantly improves the ductility performance of the square and the circular high strength CFST columns. However, there is no much benefit to enhance the axial load capacity of the square and the circular high strength CFST columns. Hence, enhancement in ductility is more pronounced than gain in axial load capacity for both of the square and the circular high strength CFST columns. This proves that the square and the circular high strength CFST columns exhibit more ductile behaviour peculiarly after the peak load when the D (H)/t ratio is reduced. The average increase in the DI and the SI performance indices for the square and the circular high strength CFST columns, steel tube wall is increased from 3 mm to 5 mm or 6 mm, is 29% and 63%; 38% and 48%, respectively.

The square hollow steel tubes are much more vulnerable to local buckling and much less confinement effect to the concrete core than the circular ones. Hence, the benefit of concrete filling, as indicated by the CCR, is much more critical for the square sections than the circular ones. The average increase in the CCR for the square and the circular high strength CFST columns, steel tube wall reduced from 6 mm or 5 mm to 3 mm, is 41% and 22%, respectively.
The EC4 design code takes into account the confinement effect by the steel tube to the concrete core if the relative slenderness does not exceed 0.5 and e/D is smaller than 0.1. The EC4 approach is limited to CFST columns with concrete strength of 50 MPa. Based on the test results, the EC4 overestimates the axial load capacity of the square and the circular high strength CFST columns. However, when the D (H)/t ratio decreases, the EC4 is more conservative and reliable to predict the axial load capacity of the high strength CFST columns. Besides, due to radial expansion of the concrete and, thus, effective confinement by the steel tube to the concrete core occurs in the circular sections, the EC4 is safer for predicting the axial load capacity of the circular high strength CFST columns than the square ones. Furthermore, the EC4 limitation on concrete cylinder strength cannot be safely extended to concrete compressive strength of over 100 MPa. The EC4 may use a reduction coefficient to consider the weak confinement effect of the steel tube to the concrete core and obtain a better agreement with the test results. The biggest difference between the test results and the EC4 for the square and the circular specimens is 37% and 41%, respectively.

The AISC-LRFD is too conservative for predicting the axial load capacity of the square and the circular high strength CFST columns with D (H)/t ratio smaller than 20. However, the predictions of this design code are not safe when the D (H)/t ratio increases. The biggest difference between test results and the AISC-LRFD design codes for the square and the circular specimens is 37% and 46%, respectively.
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