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ABSTRACT

In this paper, a refined precise integration method (RPIM) is proposed for nonlinear dynamic analysis of structures. It extends the conventional precise integration method (PIM) from linear analysis to nonlinear analysis through a novel algorithm to improve the conventional Duhamel integration method for nonhomogeneous parts in nonlinear equations. In the RPIM, the stiffness matrix of the motion equation can be updated during the analysis, leading to the proposed method applicable to nonlinear structural problems. With the introduction of a new velocity vector, the original exponential matrix in PIM is reduced to a 2×2 matrix and the efficiency of RPIM is highly improved for both computation time and storage space. The analysis of stability and accuracy shows that the RPIM is unconditionally stable with highly precision. Four examples, including linear analysis of free and forced vibration and nonlinear analysis of two structures, i.e. truss and membrane, are analyzed to verify the efficiency and accuracy of the proposed RPIM.
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1. Introduction

Dynamic analysis plays a critical role in the wind-induced response [1] and wave-induced response [2] in the design process of offshore steel structures, in which time is an important effect. In dynamic structural analysis, both implicit and explicit procedures are developed and adopted to deal with the equation of motion. Implicit procedures such as Newmark method [3], trapezoidal rule [4] and Wilson θ-method [5], are unconditionally stable in the linear analysis but can become unstable in nonlinear analysis. Thus, equilibrium iteration is of great importance in each step [6], which involves the inverse of matrices. The explicit procedure is popular among software packages [7-8] and researchers [9-10] with the advantage of no demand on either iteration or forming tangent stiffness matrix, which is not only time consuming but also storage space consuming. Central difference method (CDM) is one such an explicit method generally adopted in many software packages, for example, the analysis software package ABAQUS [7] and OpenSees [8]. However, the CDM is conditionally stable and requires a small time increment to achieve accurate results. To avoid instability and save computation time, a new method is required to solve the differential equation for structures with amount of degrees of freedom.

The precise integration method (PIM) was firstly proposed by Zhong and Williams in 1994 [11-12] and then investigated and improved by many researchers. PIM adopts two strategies to achieve high accuracy. Firstly, PIM introduces a vector to convert the two-order differential equation to a one-order equation so that accurate results can be achieved. The vector introduced by Zhong [11-13] has been adopted by many scholars [14-15]. Gao et al. [16] also introduced a vector representing the monument of the system with specific physical meaning, so that the properties of a sparse matrix can be used to reduce the computation time and memory size. This vector was also adopted by some researchers [17]. Secondly, the exponential matrix is precisely calculated with an additional theorem [13], which is based on Taylor series introduced by Zhong [12]. It is also called the 2N algorithm [13] as the time increment is further divided into 2N small time domains. The value of N is recommended as 20 which is adequate to reach the accuracy of the computer. Another method to calculate the exponential matrix was proposed by Liu and Shen [18] based on Padé function, exhibiting better accuracy. However, the method proposed by Zhong [12] is still adopted by researchers due to its simplicity. More recently, Yue et al. [19] developed a method based on Magnus expansion to deal with exponential matrix and the high validity was approved.

One approximation in PIM is the dealing with inhomogeneous terms. Inhomogeneous terms with polynomials, exponential functions, trigonometric functions or products of these functions can be linearly interpolated with a rough approximation according to Zhong [13]. However, this method involves inverse of doubled matrix H, formed after introducing p vector, which will be discussed in section 3. To avoid the disadvantage of inverse calculation of matrices, dimensional expanding method, introducing one more vector to convert nonhomogeneous terms into homogeneous ones, was proposed by Gu et al. [20]. However, this method triples the matrix which further increases computation time and memory size. Thus, the direct integration method is studied by many researchers. Lin et al. [14] decomposed the nonlinear load with Fourier expansion based on the PIM and demonstrated the accuracy of this method. Rung-Kutta method was incorporated by Zhang et al. [21] to deal with nonlinear inhomogeneous terms and the accuracy and stability of PIM were improved. Wang and Du improved the accuracy of the PIM based on Gauss quadrature method [15] and Lagrange piecewise interpolation polynomials [22]. The Simpson, Romberg and Cotes integration methods were also adopted by researchers to improve the accuracy of the PIM [23]. Tan et al. [18] proposed a method to precisely calculate the Duhamel terms based on the additional theorem, in which the nonlinear part of inhomogeneous terms is approximated by polynomials, and the linear part can then be calculated accurately. The direct integration avoids the inverse of matrix. Nevertheless, additional exponential matrices need to be calculated at integration points.

Due to the introduction of another vector to reduce the order of differential equation, the matrices in the differential equations are doubled in the PIM, leading to more computational time for the calculation of the exponential matrix. To solve this problem, amount of efforts has been made on reducing the size of matrix. Zhong et al. [24] proposed a subdomain precise time integration method so that only a small size exponential matrix is calculated each time. Wu et al. [25] also proposed a subdomain precise integration method based on the PIM for periodic structures. The whole structure is considered as a combination of several super elements and such that the computational efforts and memory size are reduced with the same accuracy. Similarly, Gao and his team [26-29] proposed subdomain PIM for periodic structures based on the parametric variational principle (PVP). With the periodic structure, only one exponential matrix is required for calculation, the efficiency is highly improved compared with calculating all the exponential matrices. Fung and Chen [30] improved computational efficiency of the PIM with Krylov subspace method and Padé approximations. Su et al. [31] computed exponential matrix with the Suzuki’s decomposition based technique of the fourth order. Some efforts, different from the subdomain, to improve the efficiency of the PIM were also made by researchers. Shen et al. [19] proposed a parallel algorithm with mixed fine and coarse grain strategy to improve the efficiency of the PIM. Gao et al. [21] introduced a fast precise integration method (FPIM) considering the sparse natural of the system matrices, and the accuracy, as well as efficiency, are addressed.

Up to now, the PIM method has been investigated and developed by researchers to achieve high accuracy and increase efficiency for dynamic problems. However, there are few studies focusing on the nonlinear structural...
problems with varied stiffness matrix. In this paper, a refined precise integration method (RPM) is proposed to deal with nonlinear dynamic problems of structures and to improve the efficiency of traditional PIM. A new vector, velocity, is introduced to simplify the calculation of the exponential matrix based on the PIM by Zhong [11] and the additional theorem of Duhamel integration by Tan [18]. After the introduction of this vector, only a 2×2 matrix is required for the calculation of the exponential matrix, with much computational time and memory size saved. In the equation of motion, the internal force, the product of varied stiffness matrix and displacement vector, are considered as an unknown variable which could be updated during the process of nonlinear analysis. Theoretically, the stability and accuracy analysis will be conducted to illustrate the stability and accuracy of the proposed method. The instability and high accuracy of the RPM are also verified with four cases including both linear and nonlinear dynamic analysis. Linear analysis with free vibration and forced vibration and nonlinear analysis with truss elements and membrane elements are adopted for verification of the RPM. The accuracy of the RPM is demonstrated by comparing with that of the CDM, and the efficiency is certified by comparison with the methods combining vectors introduced by Zhong [11] and Gao [16].

2. Conventional central difference method

In dynamic structural problems, the equation of motion is defined as

\[ \mathbf{M} \ddot{x} + \mathbf{C} \dot{x} + \mathbf{K} x = \mathbf{f}(x,t) \]  

in which M, C, and K are the mass, damping and stiffness matrices of the structural system respectively; \( f(x,t) \) is the external force vector related to time and the displacements of the degrees of freedom (DOF) in each node. \( \dot{x} \) and \( x \) are the vectors regard to displacements, velocities and accelerations of each DOF.

The velocity, assumed linearly distributed from time \( t \) to \( t + \Delta t \), and the accelerated velocity, assumed as the first-order derivative of velocity during time domain \( [t - \Delta t/2, t + \Delta t/2] \), are respectively described as

\[ x_{t+\Delta t/2} = (x_{t+\Delta t} - x_t)/\Delta t \]  

\[ \dot{x}_t = (x_{t+\Delta t/2} - x_{t-\Delta t/2})/\Delta t \]  

where \( x \) is a DOF (displacement or rotation) with current time step and time increment denoted by subscript \( t \) and \( \Delta t \) respectively.

The central-difference integration operator is explicit in the sense that the kinematic state uses known values of \( x_t \) and \( \dot{x}_t \) from the previous increment. The CDM is a self-starting method with the initial values of \( x_{\Delta t/2} \) and \( \dot{x}_{\Delta t/2} \) calculated with Eq.(4) and Eq.(5).

\[ x_{\Delta t/2} = x_t + \dot{x}_t \Delta t/2 \]  

\[ \dot{x}_{\Delta t/2} = x_t - \dot{x}_t \Delta t/2 \]  

During the recursion of the CDM, the inverse of matrix \( \mathbf{M} + \Delta t/2 \mathbf{C} \) is involved which might be time-consuming, especially for the case of constant mass matrix.

3. RPM for dynamic structural problems

In order to deal with nonlinear dynamic analysis, traditional PIM [11] is refined based on the additional theorem of Duhamel integration derived by Tan [32]. The essence of PIM is converting the original two-order equation of motion into a one-order differential equation by introducing a new vector. The vectors \( p \) introduced by Zhong [11] and Gao [16] are described with Eq.(6) and Eq.(7) respectively.

\[ p = \mathbf{M} \ddot{x} + \mathbf{C} \dot{x} \quad \mathbf{u} = \begin{bmatrix} x \\ \mathbf{M} \ddot{x} + \mathbf{C} \dot{x} \end{bmatrix} \]  

\[ \mathbf{p} = \mathbf{M} \ddot{x} \quad \mathbf{u} = \begin{bmatrix} x \\ \mathbf{M} \ddot{x} \end{bmatrix} \]  

So, the motion equation can be derived as Eq.(8) and Eq.(9) respectively.

\[ \mathbf{H} = \begin{bmatrix} \mathbf{M}^{-1} & \mathbf{M}^{-1} \\ \mathbf{M}^{-1} \mathbf{CM}^{-1} - \mathbf{K} \end{bmatrix} \quad \mathbf{u} = \mathbf{H} \mathbf{u} + \begin{bmatrix} 0 \\ f(x,t) \end{bmatrix} \]  

\[ \mathbf{M} = \begin{bmatrix} -\mathbf{K} & \mathbf{M}^{-1} \\ \mathbf{M}^{-1} \mathbf{CM}^{-1} - \mathbf{K} \end{bmatrix} \quad \mathbf{u} = \mathbf{H} \mathbf{u} + \begin{bmatrix} 0 \\ f(x,t) \end{bmatrix} \]  

Obviously, the matrix formed in Eq. (9) is much simpler than that in Eq. (8). The solution to these equations written by Duhamel integration as,

\[ \mathbf{u}(t) = \exp(\mathbf{H} t) \mathbf{x}(0) + \int_0^t \exp(\mathbf{H}(t - \tau)) \begin{bmatrix} 0 \\ f(x,\tau) \end{bmatrix} \mathrm{d}\tau \]  

Despite the accuracy of the PIM, the disadvantages of this method are obvious. The size of matrices is doubled after transformation with the introduced vector, and such that more computational efforts are demanded. Another disadvantage is that the PIM is only applicable to linear dynamic analysis since the \( \mathbf{H} \) matrix should be revised and the exponential matrix is recalculated in each step if nonlinear problem is involved.

3.1. Transformation of equation of motion

The stiffness matrix \( K \) is consistent in the elastic range of structures but varies with time during the elastic-plastic range, and thus, the \( K \) matrix needs to be updated in the process of nonlinear analysis. In this paper, the third item \( K \) in equation of motion Eq.(1) is considered as an unknown variable, and a new \( \mathbf{F}(x,t) \) combining the external force vector \( f(x,t) \) and internal force vector \( \mathbf{K} x \) is formed. Then, the equation of motion is rewritten as,

\[ \mathbf{M} \ddot{x} + \mathbf{C} \dot{x} = \mathbf{f}(x,t) - \mathbf{K} x = \mathbf{F}(x,t) \]  

To obtain a coarser matrix with the left half being a null matrix, a new vector \( \mathbf{p} \) representing the velocity is introduced.

\[ \mathbf{p} = \dot{x} \]  

Writing Eq.(11) and Eq.(12) in matrix form, we have,

\[ \mathbf{u} = \begin{bmatrix} \dot{x} \\ \ddot{x} \end{bmatrix} \quad \mathbf{u} = \mathbf{H} \mathbf{u} + \mathbf{F} \]  

in which,

\[ \mathbf{H} = \begin{bmatrix} 0 & I \\ 0 & -\mathbf{M}^{-1} \mathbf{C} \end{bmatrix} \]  

\[ \mathbf{F} = \begin{bmatrix} 0 \\ \mathbf{M}^{-1} \mathbf{f}(x,t) - \mathbf{M}^{-1} \mathbf{K} x \end{bmatrix} \]  

With a simpler transfer matrix \( \mathbf{H} \), the equation of motion is converted to a differential equation of one order. The absolute solution of Eq.(13) with Duhamel integral is given mathematically as Eq.(16).

\[ \mathbf{u}(t) = \exp(\mathbf{H} t) \mathbf{x}(0) + \int_0^t \exp(\mathbf{H}(t - \tau)) \mathbf{F}(x,\tau) \mathrm{d}\tau \]  

For elastic problem with constant stiffness matrix, an exact solution can be achieved with a different \( \mathbf{H} \) matrix and external force \( \mathbf{F}(x,t) \) represented by Eq.(17) and Eq.(18) respectively.

\[ \mathbf{H} = \begin{bmatrix} 0 & I \\ -\mathbf{M}^{-1} \mathbf{K} & -\mathbf{M}^{-1} \mathbf{C} \end{bmatrix} \]  

\[ \mathbf{F}(x,t) = \begin{bmatrix} 0 \\ -\mathbf{M}^{-1} \mathbf{f}(t) \end{bmatrix} \]  

3.2. Solution of differential equation

For easier numerical integration, the total time is divided into a series of step time \( \eta \) with time points given as,

\[ t_0 = 0 \quad t_1 = \eta \quad t_2 = 2\eta \quad \ldots \quad t_k = k\eta \quad t_{k+1} = (k + 1)\eta \ldots \]  

The integration equation of Eq.(16) can be given as Eq.(20) with step time denoted by subscript \( k \).
\[ u_{k+1} = \Phi u_k + \int_0^\tau \exp(H(t_k - \tau)) F(x_0, \tau) \, d\tau \]  
\[ \text{in which,} \]
\[ \Phi = \exp(H\eta) \]

Writing the formed ‘external force’ \( F(x, \tau) \) in Polynomial form for easy integration,

\[ F(x_0, \tau + \tau) = f_{ak} + \tau f_{ak} + \cdots + \tau^m f_{mk} \quad \tau \in [0, \eta] \]  

Substituting Eq. (22) into the general solution Eq. (20), the recursion formula can be derived as,

\[ v_{k+1} = \Phi v_k + \eta \Phi f_{0,k} + \cdots + \eta^{m+1} \Phi f_{m,k} \]  
\[ \text{in which,} \]
\[ \Phi_m = \frac{1}{\eta^{m+1}} \int_0^\eta \exp(H(\eta - \tau)) \tau^m \, d\tau \]  

Dividing the step time \( \eta \) into smaller time intervals \( \tau \) with the following equation,

\[ \tau = \eta/2^N \]

\( N \) is an integer ideally to be large enough so that the exponential of the matrix in Eq. (21) can be calculated with Taylor series. The value of \( N \) was recommended as 20 by Zhong [11], which is adequate to achieve a precise value of coefficient \( \Phi \), and this value for \( N \) can also be adopted to calculate \( \Phi_m \) as described below.

To reduce the error in storing the elements in \( \Phi \) and \( \Phi_m \), expanding Eq. (21) and Eq. (24) with Taylor series and extracting the parts with higher orders,

\[ \Phi(\tau) = I + H \tau + \frac{(H\tau)^2}{2!} + \cdots + \frac{(H\tau)^j}{j!} = I + \Phi \]

\[ \Phi_m(\tau) = \frac{1}{m+1} I + \frac{1}{m+1} \sum_{j=1}^m \frac{(H\tau)^j}{j!} \int_0^\eta \tau^j(\eta - \tau)^m \, d\tau \]

\[ = \frac{1}{m+1} I + \Phi_{b,m} \]

The coefficients \( \Phi_a \) and \( \Phi_b \) can be obtained by several times (20 times if \( N=20 \)) of iteration according to the addition theorem given by Zhong [11] and Tan [32], and the iteration equations are derived as

\[ \Phi_a = \Phi_a(2\tau + \Phi_a) \]

\[ \Phi_b = \frac{1}{2m+1} \left[ \Phi_a \left( \frac{1}{m+1} I + \Phi_{b,m} \right) + 2 \Phi_{b,m} + \frac{1}{m+1} \Phi_{b,m-1} \right] \]

\[ + \frac{C_m}{m} \Phi_{b,m-2} + \cdots \]

3.3. Refined solution of inhomogeneous term

The coefficients in the recursion formula Eq. (23) can be achieved from the above procedures and only the \( f_{mk} \) expanded from ‘external force’ \( F(x, \tau) \) is unsolved. Taylor series expansion can be used as described by Tan [32], but derivatives are required for relatively more accurate results which is quite difficult to obtain. The explicit method with Lagrange interpolation function is also provided in [32].

The Lagrange polynomials ‘external force’ \( F(x, \tau) \) within the time period \([\tau_k, \tau_{k+1}]\) is given as Eq. (30), in which \( \tau \in [0, \eta] \).

\[ f(x_0, \tau_k + \tau) = f_k + \frac{\eta^2 f_k/6 - 3 f_{k1}/2 - f_{k2}/3}{\eta} \tau \]
\[ + \frac{f_k - 5 f_{k1}/2 + 2 f_{k2} - f_{k3}/3}{\eta^2} \tau^2 \]
\[ + \frac{f_k/6 - f_{k1}/2 + f_{k2}/2 - f_{k3}/6}{\eta^3} \tau^3 \]

Comparing Eq. (30) with Eq. (22) leading to,

\[ f_{0,k} = f_{0,v} f_{1,k} = \frac{11 f_k/6 - 3 f_{k1} + 3 f_{k2}/2 - f_{k3}/3}{\eta} \]
\[ f_{2,k} = \frac{f_k - 5 f_{k1}/2 + 2 f_{k2} - f_{k3}/2}{\eta^2} \]
\[ f_{3,k} = \frac{f_k/6 - f_{k1}/2 + f_{k2}/2 - f_{k3}/6}{\eta^3} \]

Substituting Eq. (31) into Eq. (22), the recursion formula is then established as,

\[ u_{k+1} = \Phi u_k + \eta \Phi f_{0,k} + \cdots + \eta f_{k-3} + \cdots \]

\[ \quad \text{in which,} \]
\[ \Phi_0 \]

\[ \Phi_1 = 11 \Phi_/6 + \Phi_2 + \Phi_3/6 \]
\[ \Phi_2 = -3 \Phi_1 - 5 \Phi_2/2 - \Phi_3/2 \]
\[ \Phi_3 = -\Phi_1/3 - \Phi_2/2 - \Phi_3/6 \]

In structural engineering, the external forces are known and linearly distributed during each time increment. In commercial software package like ABAQUS [7], the amplitudes of external forces during analysis are given by tabular, periodic or other curves with specific functions. To solve structural problems, the external force can be written as a linear function in the time domain \([\tau_k, \tau_{k+1}]\) as,

\[ f(t_k + \tau) = f_k + \tau (f_{k+1} - f_k)/\eta \]

For this external part, the exact result can be provided with Duhamel integration at \([\tau_k, \tau_{k+1}]\).

3.4. Simplification of coefficient matrices

Sparse matrices are obtained for \( \Phi \) and \( \Phi_m \) by introducing velocity vector, differing from the expression shown in Eq. (6) and Eq. (7), written as,

\[ \Phi = \begin{bmatrix} 1 & T_{12} \\ 0 & T_{22} \end{bmatrix} \]
\[ \Phi_m = \begin{bmatrix} \Phi_m^1 \\ 0 & \Phi_m^2 \end{bmatrix} \]

The upper-left part of the matrices \( \Phi \) and \( \Phi_m \) is an identity matrix and the bottom-left part is a null matrix, leading to much simpler calculation. In structural engineering, the Rayleigh damping [33] is often adopted which is proportional to the mass matrix \( M \) and stiffness matrix \( K \), defined as,

\[ C = \alpha M + \beta K \]

The coefficient \( \beta \) is often ignored in structural analysis and such that the matrix in Eq. (14) becomes,
$$H = \begin{bmatrix} 0 & 1 \\ 0 & -M^{-1}C \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & -aI \end{bmatrix}$$ \quad (38)$$

In this case, the $H$ matrix is simplified as a 2x2 matrix $H'$ adopted directly in the iteration to calculate the coefficient matrix $\Phi$.

$$H' = \begin{bmatrix} 0 & 1 \\ 0 & -a \end{bmatrix}$$ \quad (39)

Then, the coefficient matrix $\Phi$ becomes a matrix with two different constant coefficients as described as $\Phi'$,

$$\Phi' = \begin{bmatrix} 1 & c_1 \\ 0 & c_2 \end{bmatrix}$$ \quad (40)

Thus, a large amount of computation time and memory storage could be saved with respect to both the calculation of coefficients and the recursion formula to obtain the displacements and velocities, regardless of the form of mass matrix (consistent mass matrix, or lumped mass matrix). In software packages like ABAQUS [7] and OpenSees [8], the lumped mass matrix can be adopted for explicit dynamic analysis for the benefit of simplicity when calculating the inverse of mass matrix. The advantage of the reduced matrix also applies to the calculation of coefficients $\Phi_0$, $\Phi_1$, $\Phi_2$ and $\Phi_3$. After the linear operation of $\Phi_{nc}$, similar 2x2 matrix with constant values can be established as,

$$\Phi_0 = \begin{bmatrix} \bar{\Phi}_0, \bar{\Phi}_1, \bar{\Phi}_2, \bar{\Phi}_3 \end{bmatrix}$$

$$\Phi_1 = \begin{bmatrix} 1 & c_1 \\ 0 & c_2 \end{bmatrix}$$

It should be noted that matrix $F$ in Eq. (15) is a vector with zero elements in the upper half, and such that the left half coefficients of matrices in Eq. (41) have no impact on the recursion results. Up to this step, all the coefficients required in the recursion formulation Eq. (41) have been converted to simple constant values, and the multiplication between matrices and vectors becomes much simpler multiplication between constant values and vectors, which greatly simplifies the calculation and saves a large amount of computation time and memory storage.

4. The algorithm of RPIM

For linear analysis, the stiffness matrix $K$ is constant, and exact results can be derived with a different $H$ matrix given in Eq. (17). This accurate method for linear analysis is defined as the accurate precise integration method (APIM) in this paper.

$$x_{k+1} = T_1 x_j + T_2 v_j + \eta M^{-1} [\Phi_0 f_k + \Phi_1; (f_{k+1} - f_k)]$$ \quad (42)

For nonlinear analysis with variable stiffness matrix $K$, a refined explicit method, with the introduction of the velocity vector Eq. (12) and consideration of $K$ as an unknown variable, is given in Eq. (43) based on the PIM and Duhamel integration. This method is defined as refined precise integration method (RPIM).

$$x_{k+1} = x_k + T_1 v_k + \eta M^{-1} [\Phi_0 f_k + \Phi_1; (f_{k+1} - f_k)]$$

$$= \eta M^{-1} (\bar{\Phi}_0 x_k + \bar{\Phi}_1 K_{k-1} x_{k-1})$$

$$+ \bar{\Phi}_2 K_{k-2} x_{k-2} + \bar{\Phi}_3 K_{k-3} x_{k-3}$$

$$v_{k+1} = T_2 v_k + \eta M^{-1} [\Phi_0 f_k + \Phi_1; (f_{k+1} - f_k)]$$

$$= \eta M^{-1} (\bar{\Phi}_0 x_k + \bar{\Phi}_1 K_{k-1} x_{k-1})$$

$$+ \bar{\Phi}_2 K_{k-2} x_{k-2} + \bar{\Phi}_3 K_{k-3} x_{k-3}$$ \quad (43)

It should be noted that the RPIM is also applicable to linear dynamic analysis with constant $K$ matrix. To evaluated the efficiency of the proposed RPIM, two methods, derived from the vectors given in Eq.(6) and Eq.(7), are used as references. They are named as $p$-vector precise integration method (PPIM) and monotonic precise integration method (MPIM) respectively. The stiffness matrices $K$ in both the PPIM and MPIM are treated as an unknown variable for better comparison with the RPIM.

To incorporate the APIM, RPIM, PPIM, and MPIM into the program for the dynamic analysis, the first step is to form $H$ matrix and calculate the coefficients required in each method. Then the displacements and velocities at the next time step could be achieved with the recursion formulas in Eq. (42) or Eq. (43). It should be noted that only the APIM is self-starting while the displacements and velocities in the first three steps are required in the other three methods (e.g., RPIM, PPIM, and MPIM). In this paper, the CDM is adopted to calculate the required parameters for both linear and nonlinear problems. The algorithm flowchart of the RPIM, PPIM, and MPIM for nonlinear dynamic analysis is detailed in Fig. 1. The APIM for linear analysis is omitted in flowchart since the only difference is no requirement on the first three steps with the CDM as well as updating stiffness matrix $K$. For linear analysis with RPIM, PPIM, and MPIM, the step of updating $K$ should be neglected and replaced with constant $K$.

5. Stability and precision analysis

The stability and precision are the two most important characteristics of an algorithm [34], and the performance of the RPIM will be evaluated in this section.

5.1. Stability analysis

The stability of a recursion formula is defined as whether the solution from recursion formula at any step time will increase infinitely with the initial conditions and rounding error in recursion. The recursion formula is unconditionally stable if the solution will not magnify without limits at any step time. To achieve unconditional stability, the coefficient $\Phi$ must have a boundary, which means the spectral radius of $\Phi$ cannot be greater than 1, as expressed in Eq. (44).

$$\rho(\Phi) = \max |\lambda_i| \leq 1$$ \quad (44)

in which, $\lambda_i$ is the eigenvalue of $\Phi$.

Stability analysis of the typical equation of motion with one DOF system is commonly used to verify the stability of the algorithms [35] due to the satisfaction of the mode superposition technique. The equation of motion of a structure with one DOF is defined as,

$$\ddot{x} + 2\zeta \omega \dot{x} + \omega^2 x = f(t)$$ \quad (45)

in which, $\zeta$ is the damping ratio and $\omega$ is the circular frequency of the structure, with the relation presented as,

$$\xi = \frac{c}{2\pi m}$$ \quad (46)

where $m$ is the mass, and $c$ is the damping of the structure.

The matrix $H$ in Eq. (14) is then established as,
\[
\mathbf{H} = \begin{bmatrix}
0 & 1 - \xi \\
0 & -m^{-1} \omega^2
\end{bmatrix} = \begin{bmatrix}
0 & 1 - 2\xi \omega \\
0 & -2\xi \omega
\end{bmatrix}
\]

As derived in Eq. (21), matrix \( \Phi \) can be obtained by substituting Eq. (28) into Eq. (26) as,
\[
\Phi = \begin{bmatrix}
1 & -1 \\
0 & 0
\end{bmatrix} \frac{f - \omega^2 + \frac{(2\omega^3 - \xi \omega^2)^2}{2!} + \frac{(2\omega^3 - \xi \omega^2)^3}{3!} + \cdots + \frac{(2\omega^3 - \xi \omega^2)^n}{n!}}{f}
\]

in which,
\[
f = 1 + (-2\xi \omega) + \frac{(-2\xi \omega)^2}{2!} + \frac{(-2\xi \omega)^3}{3!} + \cdots + \frac{(-2\xi \omega)^n}{n!}
\]

The two eigenvalues of matrix \( \Phi \) are \( \lambda_1 = 1 \) and \( \lambda_2 = f \) respectively. Thus, the spectral radius of \( \Phi \) is obtained as
\[
\rho(\Phi) = \max(\lambda_1, \lambda_2) = \max(1, |f|)
\]

As seen from Eq. (50), the spectral radius of \( \Phi \) depends on \( |f| \). When the number of calculation term \( n \) tends to infinity, the following relation is obtained,
\[
|f| = e^{-\xi \omega} < 1, \quad n \to \infty
\]

When the period \( \tau \) tends to zero, the spectral radius of \( \Phi \) equals to 1, and thus the RPIM is unconditionally stable.
\[
\rho(\Phi) = \max(1, |f|) = \max(1,1) = 1, \quad \tau \to 0
\]

In practice, only limited number of terms in \( f \) are calculated with Eq. (49). Therefore, it is necessary to evaluate the stability with only several terms calculated in \( f \). The curves of the ratio of calculation time period to basic period of structure \( \tau/T \) and value of \( |f| \) with different numbers of expanding terms \( n \) are illustrated in Fig. 2.

![Fig. 2 Curves of \( \tau/T \) and \( |f| \) with different damping ratios](image)

The curves with the damping ratio \( \xi = 0.02 \), 0.05 and 0.08 are given in Fig. 2, within the commonly used range of structural damping ratios. According to Chinese code GB50011 [36], the damping ratio for structures is adopted as 0.05 without special instructions. Typically, 0.03–0.08 is often adopted for reinforced concrete structures, and 0.02–0.05 is often employed for steel structures. The period \( \tau \) from Eq. (25) is very small, leading to the time ratio \( \tau/T \) very close to zero. As clearly seen in Fig. 2, the values of \( |f| \) under different damping ratios are less than 1, indicating the spectral radius of \( \Phi \) satisfying the spectral requirement. Thus, the unconditional spectral stability of the RPIM is demonstrated theoretically.

5.2. Accuracy analysis

During the derivation of recursion formula for equation of motion, the only approximation exists in the integration of inhomogeneous terms \( K_s \). Considering from the beginning of the derivation, the recursion formulation of Eq. (13) can be written as

\[
\begin{align*}
\mathbf{u}_{k+1} &= \Phi \mathbf{u}_k + \eta \Phi \mathbf{F}_k + \Phi \mathbf{F}_k \phi_k + \Phi \mathbf{F}_{k-1} + \Phi \mathbf{F}_{k-2} + \Phi \mathbf{F}_{k-3} \\
\mathbf{u}_{k+1} &= \mathbf{u}_k + \eta \Phi \mathbf{F}_k + \Phi \mathbf{F}_k \phi_k + \Phi \mathbf{F}_{k-1} + \Phi \mathbf{F}_{k-2} + \Phi \mathbf{F}_{k-3}
\end{align*}
\]

Expanding the \( \mathbf{F}_{k-2} \), \( \mathbf{F}_{k-2} \) and \( \mathbf{F}_{k-3} \) at \( \mathbf{F}_k \) with Taylor series, then Eq.(53) can be written as,
\[
\begin{align*}
\mathbf{u}_{k+1} &= \Phi \mathbf{u}_k + \eta \Phi \mathbf{F}_k + \Phi \mathbf{F}_k \phi_k + \Phi \mathbf{F}_{k-1} + \Phi \mathbf{F}_{k-2} + \Phi \mathbf{F}_{k-3} \\
\mathbf{u}_{k+1} &= \mathbf{u}_k + \eta \Phi \mathbf{F}_k + \Phi \mathbf{F}_k \phi_k + \Phi \mathbf{F}_{k-1} + \Phi \mathbf{F}_{k-2} + \Phi \mathbf{F}_{k-3}
\end{align*}
\]

Combining the addition theorem in Eq. (28) – (29) and the coefficients in Eq. (33),
\[
\begin{align*}
\mathbf{u}_{k+1} &= \mathbf{u}_k + \eta \Phi \mathbf{F}_k + \Phi \mathbf{F}_k \phi_k + \Phi \mathbf{F}_{k-1} + \Phi \mathbf{F}_{k-2} + \Phi \mathbf{F}_{k-3} \\
\mathbf{u}_{k+1} &= \mathbf{u}_k + \eta \Phi \mathbf{F}_k + \Phi \mathbf{F}_k \phi_k + \Phi \mathbf{F}_{k-1} + \Phi \mathbf{F}_{k-2} + \Phi \mathbf{F}_{k-3}
\end{align*}
\]

Thus, the RPIM with three-point Lagrange interpolation method has the precision of \( O(\Delta t^2) \). From Eq.(54), it can be seen that the accuracy of the RPIM is closely related to the time increment \( \Delta t \).

6. Verification examples

Several examples are analyzed to assess the accuracy and efficiency of the proposed RPIM in dealing with linear and nonlinear dynamic analysis of structures. Two linear elastic analysis cases with specific matrices, free vibration and forced vibration with constant and varied external forces, are given to provide better understanding and easier duplication of the RPIM, as well as a demonstration of application in linear dynamic analysis. In linear dynamic analysis, results from the six different methods, namely ODE45(MATLAB), APIM, CDM, RPIM, MPIM, and PPIM, are provided and discussed. The results from function ode45 in MATLAB are set as references, in which the fourth-order and fifth-order Runge-Kutta algorithm is adopted with varied time increments, most commonly used for nonstiff problems [37]. In nonlinear dynamic analysis, only results from the last four methods are provided due to the inapplicability of the first two methods for nonlinear problems.

6.1. Free vibration with damping

A damped system with initial displacement at the top mass 3 is employed in this example, as shown in Fig. 3, to verify the accuracy and efficiency of the RPIM. The mass matrix \( M \) and stiffness matrix \( K \) are given directly as follows, with the damping matrix proportional to mass matrix with the relationship \( C = 0.2M \). The initial displacement vector is given as \( x_0 = [0; 0; 5] \) and the initial velocity vector \( \dot{x}_0 = [0; 0; 0] \) is adopted.

\[
M = \begin{bmatrix}
100 & 0 & 0 \\
0 & 100 & 0 \\
0 & 0 & 100
\end{bmatrix}
\]

\[
K = 10^2 \begin{bmatrix}
200 & -100 & 0 \\
-100 & 200 & -100 \\
0 & -100 & 200
\end{bmatrix}
\]

![Fig. 3 Configuration of a 3-DOF system with free vibration](image)
provide exactly the same results as RPIM, because they are essentially the same method with the only difference in introduced vector $p$ as discussed in section 3. Thus, results from MPIM and PPIM are figured only when $\Delta t=0.005s$, and are also omitted in the following verification examples to display results more clearly and intuitively.

As shown in Fig. 4(a) and (b), both the CDM and RPIM predict very accurate results at time increment $\Delta t=0.005s$. As the time increment increases to 0.02s, the APIM method can still provide accurate results, the same as those from MATLAB, since there is no approximation in the APIM. Results from the RPIM are acceptable with the same variation tendency, while results from the CDM is quite unsatisfying with either too high or too low value as well as wrong variation tendency, as illustrated in Fig. 4(c) and (d).
The computational time of the RPIM, MPIM, and PPIM with different time increments are illustrated in Fig. 5, and the time reduction percentages of the RPIM compared with the PPIM are also figured. The time consumed by the MPIM is a little lower than the PPIM, but both cost more time than the RPIM. On average, about 65% computational time is reduced with the RPIM, demonstrating extraordinary efficiency of the proposed RPIM. The efficiency of RPIM is largely contributed by the reduced exponential matrix with the introduction of velocity vector.

6.2. Forced vibration with damping

This example is an extension of the free vibration case in section 6.1 with the same M, K and C matrices. However, the different initial displacement $x_0 = [0; 0; 0]$ and constant force vector defined as follow are adopted in this case.

$$ F(t) = [0; 0; 100] $$

Similarly, the time-displacement curves of mass 3 obtained from the six different methods are given in Fig. 6. Exact results are provided by both the CDM and RPIM at time increment $\Delta t = 0.005s$, as shown in Fig. 6(a) and (b). As clearly seen from Fig. 6(c) and (d), results from the CDM are unsatisfying with inaccurate peak values and wrong tendency prediction at time increment $\Delta t = 0.02s$, in shape contrast to satisfying solutions provided by the proposed RPIM. Meanwhile, 35% computational time on average is economized with the RPIM when comparing with the PPIM, as illustrated in Fig. 7. It should be noted that the MPIM consumes a little fewer time than the PPIM, benefiting from simpler H matrix. Thus, superior accuracy and efficiency of RPIM are demonstrated with the ability of providing accurate results compared with the CDM and computational effort saving compared with the PPIM and MPIM.
Fig. 6 Time-displacement curves of mass 3 during forced vibration with constant force.
To assess the accuracy and efficiency of the RPIM in dealing with different forms of external loads, a varied external force with sine function is adopted written as,

\[ F(t) = [0; 0; 10] \sin(4\pi t) \]

For simplicity, only results at time increment 0.02s from different methods are given in Fig 8. Results provided by the CDM are unstable with either too high or too low values, oscillating from the accurate solutions. Nevertheless, the RPIM provides much more accurate results, as shown in Fig. 8. In addition, as shown in Fig. 9, about 35% computational time is saved with the RPIM, similar to the percentage in the case with constant external force while less than the 65% in free vibration case. Reason for the decline of efficiency in forced vibration is that multiply operation of inversed mass matrix, and the external force is involved in each step for the RPIM, which occupying larger percentage of computational time than the calculation of exponential matrix. Nevertheless, more computational time will be saved if the external force is in the form of nodal acceleration, for example the seismic problems, since no multiply operation is required as in this case with concentrated nodal force.
6.3. Nonlinear dynamic analysis of truss

In this example, two-dimensional Pratt truss with two DOFs (i.e., horizontal and vertical displacements) each node is adopted [38-39]. Though the RPIM has the advantage of dealing with consistent mass matrix, the lumped mass matrix is chosen for the simplicity of inverse computation, as required in ABAQUS [7] and OpenSees [8]. Only large displacement and large rotation are considered in the truss element with perfectly elastic material, ignoring material nonlinearity. There is no difference between both geometric and material nonlinearity problem, and geometric nonlinearity only problem, during the nonlinear analysis with the RPIM, since the stiffness matrix varies with time in both scenarios. Constant load $P=1000\text{kN}$ is applied at node 1, 2 and 3 simultaneously in ten seconds and fixed boundary condition is employed at four nodes, as illustrated in Fig. 10. Consistent section area $A=0.008\text{m}^2$, elastic material with elastic modulus $E=2.06 \times 10^9\text{N/m}^2$ and density $\rho=7870\text{kg/m}^3$ are adopted in this case. The geometric information is detailed in Fig. 10.

![Fig. 10 Loading and boundary conditions of truss](image)

The displacement at node 2 is monitored and curved at time increment $0.004\text{s}$ in Fig. 11. The reference result is calculated with the CDM at a small enough time increment $0.001\text{s}$. Results from the CDM at time increment $\Delta t=0.004\text{s}$ normally shift from the accurate results as time goes by, while the RPIM provides reasonable solutions with satisfying accuracy, as shown in Fig. 11(a)(b). The accumulated error in the CDM is demonstrated well by shifting in a time-displacement curve, in great contrast to the persistent precise prediction by the RPIM. The discrepancies of the CDM and RPIM in terms of results from Reference are illustrated in Fig. 11(c). It is clearly shown that the error of the CDM is much higher than the RPIM, up to 45% at some time points. The discrepancy of results from the CDM and RPIM both decline with increasing time, with maximum error within 5% with the RPIM and 15% with the CDM from time 5s, demonstrating three times the accuracy of the RPIM as traditional CDM. Computational time is reduced by more than 15% on average with the RPIM by comparison with the PPIM, demonstrating the efficiency of the RPIM, as illustrated in Fig. 12.
Nonlinear analysis of membrane

Membrane element with geometric nonlinearity only is considered in this verification example. A four-node element with two-point Gauss integration and three translation DOFs (e.g., two in-plane translation, one out-plane translation) for each node [38-39] is adopted. A 1m×1m square membrane with ten by ten mesh configuration is analyzed with uniform pressure P=100N/m² for dynamic analysis, as illustrated in Fig. 13. The clamped boundary condition is adopted at the four sides of the membrane. Elastic material with E=2.06×10⁵N/m², Poisson’s ratio ν=0.3, and density ρ=7870kg/m³ are employed. The thickness of the membrane is consistent with t=0.005m.

The displacements at the center point A are curved with time as illustrated in Fig. 14 with time increment 0.004s, and the result from the CDM with time increment 0.001s is provided as reference. The overall variation tendencies of time-displacement curves obtained from both the CDM and RPIM are consistent with that from reference, as shown in Fig. 14(a). Nevertheless, different shapes and unreasonable values at the peaks are observed in the CDM from Fig. 14(b), while satisfying displacements are provided by the RPIM. The discrepancies of the CDM and RPIM with regard to reference are illustrated in Fig. 14(c). A higher error in the results by the CDM is observed with the largest error near 40% and high error remaining from time 10s to 35s. The accuracy of the RPIM is demonstrated with the largest error near 10% in a small part of the analysis. The computational time of the RPIM is averagely 23% lower than that of the PPIM at different time increments, as illustrated in Fig. 15, and the efficiency of the RPIM is proved. Similar as in other verification examples, the computational time of the MPIM is slightly lower than that of the PPIM due to the simplicity of the introduced vector.
7. Conclusions

In this paper, a refined precise integration method (RPIM) is proposed based on the existing precise integration method (PIM) and Duhamel integration method. It has the advantage of unconditional stability, high precision, excellent efficiency. In addition, with the transformation of equation of motion, the stiffness matrix is considered as an unknown variable which can be updated during the analysis, extending the application to nonlinear analysis. By introducing the velocity vector, the calculation of the exponential matrix is much simplified to the operation of a 2×2 matrix. Four typical examples containing linear and nonlinear dynamic analysis are selected to demonstrate the accuracy and efficiency of the RPIM. Several conclusions can be drawn as follows.

(1) The RPIM is unconditionally stable with fifth-order accuracy as illustrated in the stability and accuracy analysis.

(2) The calculation of the exponential matrix is much simplified with the operation of a 2×2 matrix, due to the introduction of velocity vector, and such that the efficiency of the RPIM is largely improved.

(3) The stiffness matrix is considered as a dependent variable and updated during the nonlinear analysis. Thus, the proposed RPIM is applicable to both linear and nonlinear dynamic analysis.

(4) The accuracy of the RPIM is superior to that of the CDM, since the only approximation in the RPIM exists in the internal force described with Lagrange interpolation, demonstrated well by the verification examples.

(5) No inverse of matrices is involved in the RPIM, making it applicable and efficient to deal with nonlinear dynamic analysis of large structures with adequate accuracy.
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